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1 INTRODUCTION

This document presents the effort of the FAIN project in defining application scenarios that reflect the
novel functional concepts of FAIN and that support the evaluation of the work donein FAIN. Itisa
refined version of the ddliverable D9, providing detailed information about the FAIN eva uation effort,
while D9 has been written to convey a reasonably concise presentation of the same material.

Our approach is the following: First, we elaborate on the concepts introduced and used in FAIN.
Second, we define application scenarios that reveal and demonstrate these concepts; these scenarios
are thereafter used to qualitatively vaidate the concepts, matching them to the facilities offered by
FAIN.

The document is isomorphic to this approach. The first chapter is dedicated to the FAIN concepts. In
order to deduce scenarios from the concepts, a scenario definition framework has been designed and is
described in chapter 3. The framework permits reusability of functiondity by following a component-
based approach. The components, called Scenario Building Blocks, alow for the specification of
arbitrary scenarios. The scenario definition framework provides the abstraction needed to define
scenarios focusing on the concepts they embody rather than a specific implementation in a specific
network topology. This method of abstraction is comparable to the one found in programming
languages, where one differentiates between declarations and instantiations. After defining the abstract
scenarios (called generic application scenarios) they are mapped onto the infrastructure provided by
FAIN: The Fain testbed, consisting of the FAIN active network nodes, management stations and
supporting servers and repositories. An executable scenario (showing dl the details of the
implementation, as needed for actually executing a demonstration of such a scenario) is caled an
application scenario. To validate the relevance and usefulness of the FAIN concepts, an extensive
evaluation framework has been defined. The purpose of the evaluation framework is to assess whether
the key properties identified in the FAIN architecture documents (flexibility, security, interoperability,
openness, portability and performance) are actudly fulfilled. This chapter 8 will allow the reader to
assess the quality of the design and implementation of the FAIN technology. Appendix 1 contains
detailed evaluation of the FAIN Mobility demonstrator

Copyright @ 2000-2003 FAIN Consortium May 2003
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2 FAIN FUNCTIONAL CONCEPTS

Looking back at the origina project objectives as described in the Technical Annex (TA), we find that
athough they are till valid as genera objectives, we can clarify and refine them as a result of
experience gained during the project. We can aso map the main objective onto a number of few more
manageabl e objectives. We therefore rephrase our overall objective as follows:

To develop Active Network architecture oriented towards service deployment and execution in
heter ogeneous networks.

From this overal objective the following sub-objectives result:

1. Design and implement an AN node that is dynamically extensible and simultaneoudly supports
different types of technologies and communities.

Design and implement a platform independent approach to service description and deployment.
Achieve Network Interoperability for service execution.
Increase the pace of standardization.

o~ 0N

Design and implement a Policy-based Network Management Architecture suitable for the global
management of active networks: it should be not only capable of delegating management
functionality but aso management responsibility to multiple authorities.

The FAIN project has originated a number of innovative concepts in order to achieve these objectives.
It is these concepts that we need to identify here and explain in what sense they meet our objectives.

Creating Virtual Environments as part of Virtual Networks Creation

A series of Virtual Environments (VES) has been established across an Active Network as part of the
Virtua Network topology proposed during the Service Level Agreement (SLA) negotiation. The VES
aso include admission control of the virtual network: resources are reserved and/or released and a
number of node interfaces are instantiated and exported that allow VE clients to access and control
their own partition; a common format for resource profiles and policies that are used for enforcement
and configuration of the node, are dso included in the VE.

Here, by creating VEs as part of the same Virtua Network, we provide different communities with
their own resource space, from a single physicd infrastructure, by which to deploy and use servicesin
their own way. In thisway objective 1 is partly achieved.

Resource Control for hard Resource Partitioning

Policing, resource partitioning, authentication and authorization are operations that are supported by
the Active Node. Security makes sure that packets from different VES are not mixed, and VE flows
stay within their contract as defined by their SLA etc.

Resource control makes sure that the infrastructure is shared fairly among the different customers,
while making sure that they are fully isolated from each other. Isolation involves the cooperation of a
number of components in the network such as security, resource managers and policers etc. Thisis
another contribution to the achievement of objective 1.

Deployment of different Types and Instances of EEs

A number of different types of Execution Environments (EES) are available for example Java EE,
Kernel based EE (PromethOS), SNAP (Active SNMP). These EEs run in different operationa planes
namely Transport and Control plane. The EEs must be deployed before the service components can be
deployed within them.

In order to judtifiably claim platform independent deployment of any given service, Active Service
Provision (ASP) identifies which EEs are required to host which service components. The Active
Node embodies the necessary mechanisms for EE deployment, and for the deployment of the service
components. In some sense this is technology deployment followed by service deployment.

Copyright @ 2000-2003 FAIN Consortium May 2003
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With technology (EE) deployment mechanisms the network is programmed to behave as required for
any given service, so mesting objective 1 and indirectly objectives 2 and 3.

Creating and Operating Component-based EEs

The Active Node incorporates a component-based data path creation capability, implemented in a
variety of waysto a single specification. A specific service comprises several components deployed
and linked in meaningful ways. Flexibility in the network is achieved through the availability of
different types of EE (component-based), and a variety of components.

By means of enabling technologies like Network Processors or Java VM we build EEs that can accept
asarvice in the form of linked components that, in turn, may be introduced at different times. Defining
and implementing these types of EE we are able to increase the degree of flexibility while alowing
new functionality to be dynamically introduced. In this way we increase the pace of standardization
thereby achieving objective 4 (speedier standardization) and objective 1 (extensbility).

Interoperable Infrastructure

With the need to deploy a service across different EEs and different platforms, the Active Service
Provision system (ASP) identifies the different implementations of EEs and collaborates with VE
manager to deploy the service components. The ASP performs these functions, using in combination
two of the Active Node concepts previoudy identified (i.e. Deployment of different Types and
Instances of EEs, and Creating and Operating Component-based EES) to build (deploy) an
interoperable infrastructure. In this way objective 3 is achieved.

Creation of a new VN Management Domain as Part of the VN Creation

New VN management domains are created as a pre-requisite for VN creation. This concept actually
concludes the cycle of VN creation.

Use of new VN Management Domain to manage Services and Resources

Simultaneous operation of two different management domains to manage their own services, possibly
using different policies that are only meaningful by the corresponding domain. This concept aso
includes requirements such as customized monitoring for each domain, and a variety of Resource
Monitoring systems (RMs) that may be installed and used to achieve specific objectives.

ASP Specification and Deployment

A service suitable for the scenarios must be described here that demonstrates the ASP functionality
and combined with concepts 3 and 4.

Tuning the Active Network for maximizing Performance

Maximal performance can be achieved with an intelligent combination of the different platforms
available. According to the type of Active Node (within FAIN, Type A & Type C nodes) the right EES
are deployed to maximize gains through performance and flexibility tradeoffs. By using the EE and
service component deployment mechanisms an Active Network substrate that is tuned for achieving
the desired gain can be created. This may involve Control and Transport plane EE collaboration as

part of the same service. For instance, a service provides a network AP that is implemented by means
of digtributing parts of it in a control EE and a transport EE. The control part of the service running in
the control EEs (distributed across different platforms Type A and Type C) configures the transport
plane functiondity either by controlling the resources of the nodes and/or by introducing additional
functionality (service components)

Using Active Networks for Policy Distribution

The use of active packets for distributing policies provides a higher degree of flexibility to the FAIN
management system and demonstrates that the system takes advantage of active technology aso for
management tasks.

Copyright @ 2000-2003 FAIN Consortium May 2003
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Simple fault management functionality

The idea should be to demonstrate some simple fault management functionality. Functionaity such as
alarm filtering or correlation is clearly unredigtic for the actua deadlines.

Network-level deployment mapping

The deployment process at the network level includes finding a target environment (a set of nodes/EES
which are most suitable for the service deployment) and a mapping: service components to the
corresponding EEs.

Concepts (3) and (4) deal with the deployment of multiple service components and their interactions.
Finding an optimal target environment is aso important when deploying a service. Thisisthe core
functiondity of the network ASP.

Active Network Upgrades
A deployed service has to be redeployed and replace the service previoudy deployed.

Active Networks promise extendibility. As the service evolves and new (better) versions are available,
the services deployed on active nodes have to be replaced. After an active service is deployed, it may
be the case that it needs to be upgraded for some reason (malfunctioning, a better service variant
available)

Copyright @ 2000-2003 FAIN Consortium May 2003
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3 SCENARIO DEFINITION FRAMEWORK

In order to define expressive scenarios, aframework, called scenario definition framework is
introduced. As depicted in Figure 3-1 the framework consists of three layers. The lowest layer holds so
caled Scenario Building Blocks (SBBs), which are used for building the Generic Application
Scenarios shown on layer two. The last layer representsthe Generic Application Scenarios. Those are
instances of the Generic Application Scenarios.

Abrection Application Scenario T
v | Instar:tiation

Generic Application Scenario |

I I \ \ / |
Configuration Interconnection

v I

Figure 3-1: Scenario Definition Framework Model.

The framework provides transparency and abstraction on the upper layers and guarantees component
reusability at the lowest layer. Implementing different Application Scenarios does therefore not result
inindividua implementations of per seidentica functiona concepts.

The functional concepts instead, are broken down to basic functionality that is expressed and
implemented as SBBs. The requirements of an Application Scenario (better Generic Application
Scenario) need to be mapped to the corresponsive SBBs only.

3.1.1 Scenario Building Block

As mentioned previously a SBB expresses and implements elementary functionality of FAIN
concepts. The SBB specifies the functiona aspects of those elementary subcomponents, the
interactions among them and the conditions they depend on.

SBBs are defined for reusability. They often depend on other SBBs. Their functionality should
therefore not overlap.

SBBs make up a Generic Application Scenario by sequentia interconnection. An example for the
interconnection is given in Figure 3-2. In order to keep the SBB specification smple, nested
combinations of SBBs are not alowed.
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SBB1 | SBB2 |

Figure 3-2: Sequentially Connected SBBs.

Typicaly SBBsrely on conditions or status they expect, in order to be able to perform correctly. Upon
correct execution an SBB leaves a proper state that other SBBs are relying on. The definition and
identification of SBBs therefore, always includes those pre- and post conditions.

3.1.2 Generic Application Scenario

From a bottom up perspective, a Generic Application Scenario consists of interconnected SBBs, each
contributing with elementary functionality, to the overall functionality of the scenario. The Generic
Application Scenario declares however, smilar to an object declaration in programming languages,

the functional scope and purpose of a scenario. This enfolds the FAIN conceptsit is going to show, the
premises it requires (in terms of hardware and software requirements), the protocol the scenario
follows etc. Note, the Generic Application Scenario does not make assumptions that specify
ascertained entities as its premises (e.g. like a specific testbed). The determination of the role of
ascertained entities in the scenario is done by the Application Scenario. Using the analogy of objects

in programming languages again, the Application Scenario is the instantiation of the Generic
Application Scenario.

3.1.3 Application Scenario

Astold the Generic Application Scenario is atheoretical and logical definition of a demonstration, i.e.
of ascenario. In order to become a presentable demonstration it needs to be trandated to a physica
environment, which is the testbed, with its different sites and nodes, in FAIN. The mapping of the
Generic Application Scenario to an Application Scenario consists in associating the logica entities
and roles that have been identified and specified in the Generic Application Scenario to physica (and
logical) entities and locations of the active network. The Application Scenario specifies the
participating entities, the responsbilities and the protocol of the demonstration.

4 CORE SCENARIOS

To dleviate the identification of al the necessary SBBs for the intended generic application scenarios
we make use of simplified ‘mini’ scenarios called core scenarios. The core scenarios are not part of the
scenario definition framework. However, they represent our way to start with braking down
functiondity to basic and reusable components for scenario definition. Three core scenarios are used
for that purpose. Each refers to the concepts and objectivesiit reflects.

Security aspects of FAIN are handled in an overall way. They have therefore not been associated to a
particular core scenario, but are instead, since they apply equally to al core scenarios, discussed

separately.
CS1: Virtual Network Creation including Privileged VN Bootstrapping

CSl is one of the most important of the core scenarios as it requires the collaboration between the
different work packages as well as different components within the individual work packages. It is
obvious that the generic scenarios rely on the SBBs resulting from this core scenario for the
instantiation of the SP sV N.

SP requirements are submitted to the portal of the ANSP in the form of arguments. This enfolds aso
the request for the creation of VNS, resulting in the bootstrapping of the Privileged VN (Privileged
VESs + ANSP management domain + ASP.

Following stages for the redlization of CS1 have been identified:

Admission Control
During this stage the ANSP checks the availability of the resources in order to admit the SPsVN.
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VN Activation and SLA Enforcement by means of policies

After successful admission the ANSP registers the new VN across the network nodes that are part of
the topology. It enforces the SLA by configuring components like the security component for
authentication and authorization enforcement, resource managers for resource enforcement etc. Part of
this stage is also the configuration of routing tables so that packets that belong to a certain VN flow
within the topology of the VN. Furthermore, we aso need to include policers to enforce an SLA and
make sure that the SP stays within his contract. Such policing mechanisms belong to the ANSP and
keep the different service providersisolated from each other.

A minimum number of flows

VN ingtantiation must include the creation of a number of initial flows that are required for the
communication among the management entities of the newly created SP management domain.
Additiona flow creation may happen at another occasion when services are deployed.
Privileged VN Bootstrapping

During the bootstrapping stage the Privileged VE is created and the corresponding interfaces are
exported. Although thisisthe first step in redlizing this core scenario it has aso to go through dl the
previous stages. The configuration may be carried out in a hard coded and automated way.

CS 2: Flow and Data Path Creation for Service and User Communication

After the creation of the VN and its corresponding management domain, the SP must be able to use
the assigned resources. One core functionality will be flow creation across the VN network by
configuring the corresponding virtual nodes, as well as data path creation that is used for processing
the flows. According to this scenario the SP management domain must create a policy, based on which
aflow is enforced and the VN’ s resources are reserved. Before that, the corresponding ANSP RMs
must check if the request is authorized, it does not violate the SLA and finally carry out the request.
Note that part of aflow creation is the association with a number of resources (computational and
communication). These facilities are configured so that packets that belong to this flow are directed
through the proper EEs and service components. To carry out this important scenario we need a model
based on which we will implement the flow and data path creation concepts.

CS 3: Deployment and Instantiation of Services and Service Components

This core scenario involves the service description, deployment, and binding of the service
components inside an EE (deployed previoudly). It has network level (ASP) and node level aspects
(VEM). It is also associated with the created flows as it is obvious that these components will process
packets that belong to specific flows.

We dart by making some assumptions for CS3:

There is one source of the video stream. It emits video data with a given format. The format
does not have to be suitable for the network it is sent through.

There may be a number of users interested in receiving the signal. The users can access the
active network at any of the edge points through alink defined by different parameters than
the core active network, like alimited bandwidth, worse communication religbility, etc.

Format conversion is needed as the users can receive aformat different from the one sent by
the video source.

Conversion has to happen in the active network as the users use terminals with limited
processing power

Three variants of the scenario are proposed for further investigation:
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1. Thetranscoder service consists of one service component that has to be deployed onto a most
suitable node. A group of users are interested in receiving the same video stream in the same
format. The location of al the usersis known. The objective is to choose a target node so that only
one instance of the transcoder needs to be deployed for the group. The node has to provide ample
performance to deal with resource consumption of the transcoding process. As the user terminas
cannot handle multicasts, point to point connections are needed. To reduce the network traffic,
generated by the transcoder resending the data in the format suitable to the receivers, the target
node location should be selected so that the node is as close as possible to the group of users.

2. Thetranscoder service consists of two service components to deploy on two different active
nodes. The sender is an end user using limited capabilities of his terminal to send a video stream.
The video stream is to be received by a few of other end users connected to the network at
different locations. Their terminal processing capabilities are limited as well. For optima data
transfer through a network, the signa needs to be converted into another format. The solution isto
install a distributed transcoder. One service component should be installed close to the sender of
the video stream and convert a video format that the sender uses into an intermediate format that is
most suitable to transmit in the network, i.e. be optimized to match the network traffic
characteristics. The other part of the transcoder has to convert this intermediate format into a
format most suitable for the video receiver. The latter component of the transcoder has to be
installed in amost suitable location as described in scenario a)

3. Thetranscoder service consists of data path and control service components. The components
have to be deployed on two or more active nodes. The data path component(s) are as described
given by CS2. The control component is the controller (known from the Barcelona demo) that has
to be deployed onto the node where the application and web servers are installed.

4.1 Core Scenario Mapping to SBBs

4.1.1 CS 1: Virtual Network Creation including Privileged Virtual
Active Network Bootstrapping

Setting up avirtua active network (VAN) for a service provider (SP) includes the creation of virtua
environments (VES) on the appropriate active netwark nodes (ANNS) by the active network service
provider (ANSP) (see figure). Finding the appropriate ANNSs involves the alignment of requested and
available resources. Thisimplies that the ANSP has to configure its infrastructure. To carry out the
necessary steps the ANSP usesits management system. Once the ANSP knows which ANNSsto set up,
it will try to make a reservation of requested resources and if they are available on al ANNsthe ANSP
will then request their activation. Once all needed VEs are activated the ANSP will set up the default
routes to compl ete the setup of the VAN.
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Ij VE of ANSP iVE of SP1 -VE of SP2

Figure 4-1: Example of Virtual Active Network Setup for two Service Providers.

A specid caseis the setup of the privileged VAN owned by the ANSP. In this case there is no need to
caculate a VAN topology. When the ANNSs are booted this includes the (automatic) creation of the
privileged VEs forming the privileged VAN.

Calculate VAN N Create VAN L] Activate VAN
> SLA » list of » list of
» User |dentity { node,profile, {VEid,setup}
Clistof setupp » VAN
{ node,profile,setup » VAN Identifier < report
} Clig of
{VEid,setup,}

Figure 4-2: SBB for Virtual Active Network Setup.

This chapter starts with presenting the scenario building blocks describing how a VAN is created from
the network perspective and then shift the focus to the scenario building blocks related to the creation
of aVE on aparticular ANN.

SBB Calculate VAN

This building block describes how the ANSP calculates which of al ANNSs of the topology will be
part of the VAN; it aso identifies the corresponding profile and set up parameters of each of VE.

Pre-conditions
The Resource Manager of NM S must be up and running.

All of EMS and ANNs must be up and running
The NMS s dso up and running
| assume that we only have one administrative domain, that is, only one NMS.
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Post-conditions
The ANSP holds:

List of tuples (node, profile, setup)

VAN ldentifier (An unique identifier associated to an unique SP)
Identity of the owner of the VAN

Dependencies

This building block depends on
SBB Boot Node
SBB Boot EMSs
SBB Boot Resource Manager
SBB Boot NMS
Sequence Diagram
| e #NZF | [ Poicy Edtor | [ ANSPFumay | [ POP My | [ cosPOE | " Rusoums
E?Nngul'nln?l:.-!x';] T |:' |
|  agee S_L-'-\ | : ! H
2lirtroduce G_'”Ilrﬁ | |
- 3Fomaﬂs Fl:i-_cge% i
| 4 setPaolicies I -
—= i Sevmbiale .
'“": Bfnd Routes |
list of mutes JJ EEB Creaia |
= VAN |
Tdn:i:ii;:n :
g : Iu.n.c;': .

1. SPnegotiatesa SLA with ANSP.
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2. The ANSP alocates the agreed resources, in the form of a VE to the SP. It introduces the
necessary information through the GUI offered by the FAIN Network Management System.

3. The Policy Editor component at the network level station receives this information and trand ates
it into agroup of policiesthat should be enforced atomically. That is, either al policies are
enforced or noneis. The policies that conform to the group are two: a QaS policy that creates a
VE and reserves the resources to it, and a Delegation policy that assigns access rightsto that VE,
instantiates the VE, as well as creates a new Management Instance for that SP at the element level
to alow it to manage these resources.

The Policy Editor sends the policies from the policy group to the ANSP Proxy element at the
network level station, which based on the user information authenticates it and forwards policies
to the correct management instance, in this case the ANSP’ s Ml

4. The PDP Manager receives the policy group, storesit in the DB, and starts the processing of the
policies that conform to that group. It detects that the policies should be enforced in order and that
the delegation should be processed if the result of the processing of the QoS policiesis correct.
Thus, it starts the processing of the QoS policy requesting to the Access Right Check Component
(Not shown) to check whether the sender of the policies (the ANSP) is authorized to introduce
such policies.

Once a positive reply is received, the policy is demultiplexed to the correct PDP component to
process that policy.

The QoS PDP will retrieve the policy from the DB.

Request to the Resource Manager, where in the network the resources requested by the SP can be
alocated.

7. With the information about which nodes are involved and since there are no conditions or actions
that need to be realized at the network level, the QoS PDP forwards the decision to the PEP. (Here
SBB Create VAN starts) QoS PEP will use al these information (nodes, QoS NL Poalicies, that is
information about resources required) and will trandate it into the corresponding QoS EL policy
and send the policy into the EM S of the established nodes.

When the enforcement results of the QoS Policy arrive to the QoS PDP, it is forwarded back. The
PDP Manager will processit to decide upon the policy group processing.

I mplementation Status

Right now the ANSP administrator, who uses the templates offered by the policy editor to generate the
NL policies needed for generating the VAN, does the mapping of SLA into apolicy set manualy.
Right now, there are only afew templates defined. Templates required for core scenario will be
implemented. There is also a proposal to implement some specific wizard, which will be in charge of
creating automatically policies from the SLA.

With respect the resource manager component it needs to be designed and implemented. Right now his
functionality has been hard coded.

Also exits a proposal for creating a VAN between two sites separated by more that one administrative
domain, which involves that there should exist a component in charge of INTERDOMAIN matters.

Subcomponents:

Subcomponent Name Relevant Current Required Implementation | Related
Functiondity / Open Issues Documentation

Policy Editor Helps the ANSP the Define default wizards, D5

introduction of policies, which automaticaly
offering a set of templates, | generate policies from
which will be used by the | datainserted by the
ANSP in order to generate | administrator.

thhnnn Al Al A A v rAndA A
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those policies he wants to
enforce.

Offers apanel with
information related to the
actual enforcement status
of the policy submitted.

system.

Enhanced the way we
show information about
current policies aready
being enforced on the

ANSP Proxy

Authenticate incoming
requests

Dispatch incoming
regquest to one of the
management instance
(PDP managers)

Mechanism of

implemented

authentication must be

D5

PDP Manager

Domain Manager

Maintain alist of
domains aready
ingtaled on the
management station

If anew oneis
required then it
dynamically extends
itsdlf loading the
appropriate class and
creating a new
instance of it.

Interact with ASPin
order to trigger
deployment of new
code for the new
domain.

D5

Forward Controller

Receives policy group
and process it
according to the
forwarding policy
defined.

D5

Local Repository

Stores policy and
returns an uniqueid,
which will be used by
other componentsto
retrieve policy stored.

Uses of a database.

D5

Access Rights Check

Checks if the sender of
policiesis authorized

to introduce such
policy

Enhanced it

D5
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PDP

Semantic Policy Check | Check if the policy The current versonis | D5
under evauation is obsolete due to the fact
going to enter in we have modified some
conflict with any of the | field of policies so it
otherspoliciesaready | must be upgrade!!
enforced in the system

Condition Interpreter The Evaduation engine | Basic functiondity is D5
useit and making use | done but it needsto be
of monitoring sysemto | performed and
decide when apolicy enhanced
should be enforced

Action Interpreter Thereisan action If new policy actions D5
interpreter for each are need then new
policy action. It action interpreter
includes code, which should be implemented.
knows what to do in
order to collect Al
information required,
which will be sent to
the PEP.

Monitoring System It isin charge of D5
gathering the state of
resourcesin agiven
domain nodes in order
to provide the other
network level
components
(Delegation PDP,

QoSPDP, NL-Resource
Manager) with domain
wide resources
information, refreshed
at atime scale to be
dimensioned

Resource Manager Hard coded Assess the resource D5

utilization information
that it has registered to
receive from the
monitoring System.
This evauation will
drive short-term or
long-term decisions for
admission control,
traffic re-routing,
resource re-alocation

(It would be in charge
of find out the
appropriate nodes,
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which conform VAN)

It must be designed and
basic functiondity
implemented.

SBB Create VAN

This building block isin charge of assuring that al resources, assigned to the SP, are available all
along the appropriate AN. All these resources are offered in the form of VEs.

Pre-conditions
The Service PEP (QoS PEP Instance) has been registered, deployed (in the pVE)

The Service PDP has been registered (QoS PDP instance) (It's going to be deployed into the
Management Station)

Post-conditions
The NMS has received a report about the actual policy enforcement

The NMS, more exactly, the resource manager knows the mapping between VAN Identifier and VE
Identifier on all ANs of topology.

Dependencies
This building block depends on

SBB Ingtall Service Component onto a node (from CS3)

SBB Install Service Component onto management station (to be discussed)
SBB Boot EMS

SBB Boot Node

SBB Create VE

Seguence Diagram

ELE Manigar QS POP oS PEF AHEPmy PDP Manager | | QogFme | 105 PEP SER Create VE
i leclzon ) : : |’:|
1 ) 12 torwsed Policy ; ZeetPobcis | ypuie ! i

T [oSdeckin | Eerame

regart

rapor

repoit [ [ Eﬂﬁﬁﬁ
A, o | AN

7 ctivate VAN

Done at NMS.
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1

(See step 7 of the last sequence diagram) with the information about which nodes are involved the
QoS PDP forwards the policy to the QoSPEP that will trandate it into the corresponding QoS EL

policy

Done at EMS.

2.
3.

7.

Send this policy into the EMS of the established nodes.

The QoS Policy received by the ANSP Proxy bases on the user information and is demultiplexed
to the policy adequate to the MI, in this case the ANSPs MI.

Inside the MI, the PDP Manager receives the policy, storesit in the DB, and requests the access
rights check for that policy and user. In case of positive answer, the PDP Manager demultiplexed
the policy to the QoS PDP.

The QoS PDP retrieves the policy from the DB, detects that the policy should be enforced
immediately, and for that reason forwards the decision about it to the PEP component which is
running inside the ANSPs VE (the privileged VE) of the active node.

The QoS PEP enforces the decision, creation of a VE, allocating resources required. To do that it
use the API offered by the ANN (Use of SBB Create VE). The enforcement result is sent back
through involved components to the NMS.

Here the SBB Active VAN starts.

I mplementation Status

Done.

Thereis still one open issue to be discussed it’s about interaction between ASP and the management
system, how is management system going to contact with ASP in order to download new service. A
service which can be only ajar package with the code needed for interpret new policies, or a new
domain PDP, PEP. May be afirgt solution could be, only to download this code into the management
dation in awell known directory, and one of the components used by the Domain Manager will bein
charge of, using the Class Loader, |oads the class and creates a new instance. This component also will
be in charge of lifecycle of this code, | mean, release, delete, uningtall, and withdraw an instance.

Subcomponents

At NMS:
0 QOSPEP at NL
AtEMS:
0 ANSP Proxy
o PDP Manager
o0 QoSPDP
At ANN:
0 QOoSPEP

Subcomponent Name Relevant Current Required Implementation | Related

Functiondity / Open Issues Documentation

QOS PEP a NL Trandaie QoS NL D5

Policiesinto QoS EL
Policies.

ANSP Proxy See comments above See comments above D5
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PDP Manager See comments above See comments above D5
QoS PDP Evauate and Make Subscribe specific events
Decision on monitoring system,
scheduler

Process incoming event
from monitoring system,
scheduler

QoS PEP Enforce Decision using Identify correct D5
SBB Create VE parameters to create the
resource profile (What
RCF can do?)

Add codein order to
support signaling request

SBB Activate VAN

This building block describes how the ANSP activates al appropriate new VE instances, which have
just been created. At the time of activation, the ANSP will aso assign enough access rights for the SP
in the VE created to him. That is, ANSP will delimit the management functionality offered by the
Active Network Node to the SP VE in order to guarantee isolation of the management functionality
offered to that Service Provider. Therefore, the SP will not be able to manage other SP' s functiondity,
and that others SP' swill not be able to manage the functionality owned by this particular SP.

Pre-conditions

All of appropriate VE are created and the ANSP holds a reference of them.
PEP Serviceis registered on the ASP (Delegation Instance)

PDP Service is registered on the ASP (Delegation PDP)

The Policy Forwarder Controller at NM S knows the status about the creation of VE Network, and it
has been successful.

Post-conditions
A VE Network has been activated and from now on the SP is dlowed to useit.

A report with the result of VE activation is forwarded back to the NM S station through the involved
components.

Dependencies
This building block depends on

SBB Ingtall Service Component unto a node (from CS3)
SBB Ingtall Service Component unto management station
SBB Create VAN

SBB Activate VE
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Sequence Diagram
This scenario starts after the enforcement result of the QoS NL Policy arrives to the PDP Manager.

|E11P_uumu| Dckpation | [ Coligation | [ AREP Praxy | [EOE Manegar | Calegatice: Dekpetion | [ EES: Activats.
. BB | e || | | | EBe [] BER [] WE |

{ mvayaban 1 N : I o

: Wi dackion ifomerds Poicies . yepies ! :
T oty s eesluate i i

1 t i HECIHn aciaie

558 Creae i

create!Ml

1. Since the enforcement of the QoS Policies has been positive in al nodes, the PDP Manager starts
the processing of the delegation policies requesting the check of the access rights for that policy
and user. After the positive reply the policy is forwarded to the Delegation PDP to be evaluated.

2. After Delegation PDP retrieves it from the DB and there are no conditions or actionsto be
processed at the network level, forwards it to the PEP. Before, it contacts with the Resource
Manager in order to know which nodes are involved.

3. The Deegation PEP will trandate the Network level into two element level delegation policies:
one for the assignation of access rights to the VE and activate it (VE activation). And the second
for the instantiation of the M| inside the EM S so that the SP can manage its resources. (Create
MI).

A policy set is created with them and submitted to the respective EM Ss.

4. The Deegation policy group is received, again by the ANSP Proxy, which forwards it to the
PDPManager of the ANSP Ml

5. The PDPManager receives the policy group, storesit in the DB, and starts the processing of the
policies that conform to that group. It detects that the policies should be enforced in order and that
the next delegation policy should only be processed if the processing of the first delegation policy
is correct. The first delegation policy in the one that causes the assignation of access rights for the
SPin the VE created to him, and at the same time, the activation of this VE.

After this policy is checked in the Access Rights Check component is dispatched to the Delegation
PDP to be evaluated.

6. The Delegation PDP detects it should be enforced immediately and forwards it to the Delegation
PEP running insde the privileged VE in the ANN

7. The Delegation PEP enforces the policy activating the VE using the API offered by ANN.: (uses
SBB Activate VE to activate the VE).

The result of the VE activation is forwarded back to the PDP Manager through the involved
components.

8. Here SBB Create M| starts.
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I mplementation Status

Done.
Subcomponents
At NMS
0 QOSPEPat NL
At EMS
0 ANSP Proxy
o PDP Manager
o Delegation PDP
At AN
o0 Delegation PEP

Subcomponent Name Relevant Current Required Implementation | Related
Functiondity / Open Issues Documentation
Delegation PDP at Evauate and make D5
NMS decison
Delegation PEP Trandate Delegation NL D5
Policiesinto Delegation
EL Policies.
ANSP Proxy See comments above See comments above D5
PDP Manager See comments above See comments above D5
Delegation PDP Evauate and Make Subscribe specific events | D5
Decision on monitoring system,
scheduler
Process incoming event
from monitoring system,
scheduler
QOS PEP at ANN Enforce Decision using Identify parametersto set | D5
SBB Activate VE up correctly security
framework.

SBB Create Ml

This building block describes how the ANSP configures all of € ement management stations
responsible of the involved nodes, those on which the ANSP has aready activated a VE for a SP,

alowing to the SP to manage its resources.

Pre-conditions

VE Network has aready been created and NMS knows that.
QoS PEP component which is located on the EMS is running.
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Post-conditions

A new “management instance” for this SP is created, where part of the functionality of the ANSP, i.e.
the PDP Manager is instantiated there as well as access to the monitoring system services. The
PDPMgr will alow the SP to dynamicaly extend its functionality on runtime in an automatic manner.
A report about the enforcement result is forwarded back to the NMS.

Dependencies
This building block depends on

SBB Activate VAN
SBB Install Service Component onto management station

Sequence Diagram

POP Manager Delegation Delegation Dormain

FDP PEF Manager

1:evaluate

2:decision

3:create mi

report
e s

1. Since the enforcement of the first delegation policy has been positive, the PDP Manager starts the
processing of the second delegation policy that is, the policy is checked in the Access Rights
Check component and forwarded to the Delegation PDP.

2. Again, Delegation PDP detects it should be enforced immediately, thus it is forwarded to the
correct PEP. This PEP is running inside the management station since the configuration actions
should be realized here.

3. Theenforcement of the policy causes the creation of a new Management instance, where part of
the functiondity of the ANSP, i.e. the PDP Manager is instantiated there as well as access to the
monitoring services. The PDP Manager will alow the SP to dynamicaly extend its functionality
on runtime in an automatic manner.

The enforcement result is forwarded back to the NMS.
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| mplementation

Done.
Subcomponents
At NMS

0 QoSPEPat NL

At EMS

o O O O O

ANSP Proxy
PDP Manager
Dlg PDP
ARC

Dlg PEP

Subcomponent Name Relevant Current Required Implementation | Related
Functiondity / Open Issues Documentation
PDP Manager See comments above See comments above D5
Delegation PDP Evaluate and Make Subscribe specific events | D5
Decision on monitoring system,
scheduler
Process incoming event
from monitoring system,
scheduler
QoS PEP at EMS Enforces decision setting D5

up EMS. (ARC-Domain
Manager) It creates a
management instance for
SP.

SBB Boot Node

This building block describes how an active node is booted. Bootstrapping the privileged VN (owned
by the active network service provider, ANSP) is a specia process. Because the VE management
infrastructure isn't available at this point one has to rely on operating system support. For example,
scripts for starting the privileged VE can be included in the operating system’s boot procedure.

Boot Node

®
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Pre-conditions
The software needed for the VE management has to be installed

JAVA virtual machine
VE management distribution
The appropriate start script has to be linked to the boot procedure.

Post-conditions
The privileged VE is running and the reference to itsinitia port (iComponentlnitial) can be obtained
from awell known TCP port. This building block is parameterized with the node to contact.

Dependencies
None.

Sequence Diagram

boot procedure

I 1: start pVE
[ 2: initialise

The boot procedure starts the privileged VE (pVE) viaa script.

The pVE initidizes itsdf by loading the basic services (VE/EE management, security,
demultiplexing, traffic control, etc.). Finaly the reference to the pVE' s initid port
(iComponentlnitial) is made available at awell known TCP port.

I mplementation Status

Subcomponent Name Relevant Current Required Implementation | Related
Functiondity / Open Issues Documentation
start script for Starting the privileged VE | Start script doesn't OS Manual
privileged VE via script works fine. automatically run at boot-
time.

SBB Contact Node

This building block describes how an active node is contacted by a client. This involves getting the
reference to the privileged VE sinitia port.

This building block is parameterized with the node' s name.
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node name
1
1

1
failure
Contact Node f 1

1[0K]
v

iComponentinitial of
priviledged VE

S
Pre-conditions
The privileged VE is running.
Post-conditions

The client holds a reference to the initial port of the node's privileged VE.

Dependencies
None.

| |

1 1: connectto TCP port |
2:read IOR ‘
¢ 3sendior__ |
|
| |
Sequence Diagram ! :

1. Theclient connectsto awell known TCP port of the privileged VE (pVE).
2. The client reads the reference to the pVE'sinitia port from the TCP connection.

A

3. The pVE sends the reference.
Implementation Status

Subcomponent Name Relevant Current Required Implementation | Related
Functiondity / Open Issues Documentation
privileged VE A client can obtain the None. None.

reference to the initiad port
of the privileged VE from
awell known TCP port.
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SBB Access Port

This building block describes how a port of a component is accessed by a client. Thisinvolvesthe

authentication of the client.

This building block is parameterized with the component in question and the requested port.

[ ]

1

'

'

1

A 4
iComponentlnitial

name of port

[failure] -

1 [OK]

reference to port
i
1

Pre-conditions

The client holds a reference to the component’ s initia port.

The client uses avalid port name.

Post-conditions

The client holds a reference to the requested port.

Dependencies
None.

Sequence Diagram

client
|

-component- :
iComponentinitial
|

| 1: accessPort (name, who ) |
Ll

3: return refernce to -port-

2: setup -portfor client .| -component-:
d -port

1. The client requests access to a specific port at the component’ s initial port by specifying the port’s
name and the client’ s identity.

2. After checking the access rights of the client with the security context (not shown here) the

component sets up the requested port for the client.

3. The component returns a reference to the requested port to the client.

I mplementation Status

Subcomponent Name Relevant Current Required Implementation | Related
Functiondity / Open Issues Documentation

iComponentinitial A client can request The check for admittance | D4

implementation in Basic | accessto aport by is performed but not yet

Component specifying the port name | linked to the security
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and the client’ s identity.
After checking for
admittance the component
framework will create a
new client-specific

component. The security
component will have to
maintain security policies
in order to accept or deny
reguests for port access.

reference to the requested
port. When a particular
reference will later be
addressed it will be
mapped to the original
client. Note that if aclient
passes areferenceto a
third party there is no way
to digtinguish it from the
origina client. A client
can explicitly stop using a
port so that the component
framework will invalidate
the reference. Otherwise
the reference stays valid
until the component
terminates. If aclient
reguests access to the
same port multiple times
it will always receive the
same reference.

SBB Lookup Manager

This building block describes how a manager for a particular service (i.e. resource) islooked up by a
client. The client has to provide a description of the service' s template. The result will be alist of
identifiers of matching managers. The client can then use an identifier to request a particular
manager’ sinitial port.

This building block is parameterized with the environment in question (VE/EE) and the template
description.

A 4
iTemplateManager

template description

[failure] -
Lookup Manager

1[OK]

iComponentlnitial

|

Pre-conditions

The client holds a reference to the i TemplateManager port of the appropriate VE or EE, usudly the
privileged VE.
The client has set up a valid template description.
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Post-conditions

The client holds a reference to theinitial port of a matching manager.

Dependencies
None.

Sequence Diagram

client -environment- :
iTemplateManager

N o o &

1: setup description
of service-
2: findByDescription ( description )
L

3: lookup matching
4: return list of ids managers
5: select id

6: getManagerlnitial (id ) ~

8: return iComponentinitial 7: lookup manager
¢ of manager for -service-

The client sets up a description of the desired services. The description includes the service name,
version, and other fields. Fields other than the service name can be left empty if not of interest.

The client requests to lookup managers for services matching the specified description.

In the case of avirtua environment the VE searches its attached EES, in the case of an execution
environment the EE checksitsinternal tables and additionaly looks for a possibly running VE
manager to search its VE instances, too. With this recursive approach it is possible to search an
entire tree of VEs and EEs starting at the privileged VE which is the tree' s root.

The environment returns a list of identifiers of matching service managers.
The client selects one identifier.
The client requests the initia port of a manager specifying its identifier.

The environment looks up the appropriate manager. Thisis again done recursively whereas
caching of identifiers and references to managers during step 3 can be used to speed up the
process.

I mplementation Status

Subcomponent Name Relevant Current Required Implementation | Related

Functiondity / Open Issues Documentation
i TemplateManager The process of searching | Inthe case of afailurefor | D4
implementation in through a hierarchy of apaticular VE or EE in
Virtua Environment VEs and EEsworksin the hierarchy the whole
and (JAVA)Execution | general. process might get spoiled.
Environment This has to be made more

robust.
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SBB Create Instance

This building block describes how a client can create a component instance of a particular service. For
the creation the client can specify aresource profile which will be examined by the manager to check
the availability of resources.

This building block is parameterized with the manager which is used to create a new instance and the
corresponding profile.

A 4
iComponentManager

profile

[failure] -

1[OK]

ID of new instance
1
'
'

Pre-conditions

The client holds a reference to the manager’ s iComponentManager port.
Post-conditions

The client holds the identifier of the new instance.

Dependencies
None.

Sequence Diagram

client -manager - :
iComponentManager
|
| 1: create (_profile ) »

» . .
2: examine profile
and create

3:returnid referenced resources

1. The client requests the creation of a new component instance and passes a resource profile as
parameter. The content of the profile is specific to the kind of manager.

2. The manager examines the profile and tries to create (pre-alocate) all requested resources.
3. The manager returns the new instance' s identifier to the client.

I mplementation Status

Subcomponent Name Relevant Current Required Implementation | Related
Functiondity / Open Issues Documentation

iComponentManager | Though the component Other managers. D4

implementation in framework provides the

Component Manager management of instances

and various sub-classes, | and keepstrack of their

i.e. Channel Manager, profiles and their states
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Security Manager, (created, activated) it is

Traffic Manager, the responsibility of the

Virtua Environment specific manager to

Manager, (JAVA) implement the

Execution Environment | examination of the profile,

Manager the resource admission
control, and the
ingtantiation and deletion
of actua objects. Thisis
done for the basic
services. VE manager, EE
manager, demultiplexing,
and traffic control.

SBB Activate Instance

This building block describes how a client can activate a component instance of a particular service.
For the activation the client can specify an initial setup for the component instance. After the
activation the client can obtain a reference to the instance’ sinitia port.

This building block is parameterized with the manager which is used to activate the instance, its
identifier, and the initid setup.

4
iComponentManager

component ID

setup

- [failure] X

[OK]

iComponentinitial
1
1
'

Pre-conditions

The client holds a reference to the manager’ s iComponentManager port.
The client knows the instance' s identifier.

The client uses valid setup parameters.

Post-conditions

The instance is activated.
The dient holds a reference to the instance’' s iComponentinitial port.

Dependencies
None.
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Seguence Diagram

e -manager- :
iComponentManager
| . .
| 1: activate (id, setup) -
Lad

2: examine setup
and activate
‘_3: return referenced resources

The client requests to activate the new instance and passes an initia setup as parameter.

The manager examines the initial setup and activates the previously created resources. The
separation of creation and activation allows for a client first to create a number of placeholder
instances and only in the case of a full success to activate them.

3. Theactivation is done.
4. The client requests areference to the initial port of the new instance.
5. The manager returns the reference to the initial port.

I mplementation Status

See implementation comments for “SBB Create”.

SBB Configure Instance

This building block describes how a client can configure a component instance. Configuration is done
by setting properties of the component where a property is a pair of a name and avalue.

This building block is parameterized with the component in question and the property.
*

A 4
iConfiguration

property

- [failure] -

Pre-conditions

The client holds a reference to the initia port of a component.
The component supports the i Configuration port.

The client uses a property valid in the context of the component.

Post-conditions

The component is configured.

Dependencies
None.
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Seguence Diagram

i -component-:
! |
| _1: addOrChangeProperty ( property ). |
L
2: update
3: return internal state

1. Theclient requests to add a new or change an existing property.
2. The component updates its internal state accordingly.
3. Theconfiguration is done.

I mplementation Status

Subcomponent Name Relevant Current Required Implementation
Functiondity / Open Issues

Related
Documentation

iConfiguration The component None.
implementation in framework provides
Configurable support for “active’
Component properties — i.e. properties
that fire an event when
they change — through the
generic configurable
component. Subclasses
can override property
related methods to
implement specific
behavior.

D4
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SBB Lookup VE Manager

This building block describes how a client is able to lookup the VE manager on anode. It is composed

by several other SBBs.
This building block is parameterized with the node' s name.

| node |
T

Lookup VE Manager |_[failure] >
oo

1[OK]
'
A 4
| iComponentinitial of VEM |

®

Pre-conditions
None.

Post-conditions

The iComponentManager port of the VE manager is returned.

Dependencies
This building block depends on

SBB Contact Node
SBB Access Port
SBB Lookup Manager
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Seguence Diagram

| | "iTemplateManager" | | {"VE Manager", ...} | | "iComponentManager"
T T T

1
1
‘
Contact Node H ' .
: ! !
'
1
1

[failure]

=}

g |«----@

0] L}
1
L)
Il
i

1 Ll
1[OK] |
1 '
v '
| iComponentlnitial of priviledged VE | 1

[failure]
1
1OK]

A 4
| iTemplateManager of priviledged VE | ,,,,, -=

6%4""'"’”“—

[failure]

1[OK]
! -
A 4 JEUN e

| iComponentinitialof VEM | i

.
!
Sar
1
‘
]
[failure] y
Access Port l
1
1[0K]
1
h 4
| iComponentManager of VEM |

®

I mplementation Status

See implementation comments for SBB Contact Node, SBB Access Port, and SBB Lookup Manager.

SBB Create VE
This building block describes how a VE is created on anode. It is composed by severa other SBBs.
This building block is parameterized with the node' s name and a resource profile for the new VE.
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| profile

Exception
[

I[OK]
1
A /
| ID of new VE |

S

Pre-conditions

None.

Post-Conditions

The VE is created.
Dependencies

This building block depends on
SBB Lookup VE Manager,
SBB Create.

Sequence Diagram

---0®

PP 1

A 4 A 4
profile | | node |

[failure]

i[OK]
'

A 4
| iComponentManager of VEM |

[failure]

1 [OK]
1
\ 4

| ID of new VE

&

Implementation Status
See implementation comments for SBB Lookup VE Manager and SBB Credate.

SBB Activate VE
This building block describes how a VE is activated on anode. It is composed by severa other SBBs.
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This building block is parameterized with the node' s name, the ID of the VE (as returned by SBB
Create VE — not to be confused with the VN ID), and theinitial setup for the new VE.

2-

==

Pre-conditions

The VE was created before.

Post-conditions

The VE is activated.

Dependencies

This building block depends on

SBB Lookup VE Manager

SBB Activate

Implementation Status

See implementation comments for SBB Lookup VE Manager and SBB Activate.
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4.1.2 CS 2: Flow and Data Path Creation for Service and User
Communication

This section introduces the first ideas on the interactions required in order to achieve the data path
creation scenario. It is focused on the interactions occurring at the network level mainly involving the
management system and the ASP, although eventualy lead to node and node OS interactions. The
scenario building block approach has been used in order to smplify the descriptions, and reuse the
defined blocks in different core scenarios. The interactions have been categorized as pertaining to the
configuration, the data path creation or data flow creation phase.

Configuration

A data path establishment requires a previous definition of the restrictions that apply to the resources
involved in its creation. Such definition is usualy performed as part of a service level agreement
carried out between a SP and an ANSP. The trandation of these requirements into actual network
configuration is a mandatory step that must be fulfilled before any request is accepted.

The configuration process affecting the resources used along a data path involves several nodes and
should be therefore supervised and controlled at the network level management system. This process
is part of theinitid VE configuration and has effect as long as the virtual network exists (unless we
consider a dynamic reconfiguration is possble).

Note that although this process does not actually create any data path, is a prerequisite to its creation.
The restrictions that apply to any data path should be specified in terms of the bandwidth assigned to
each available link and the existent topology paths (that is, the restrictions that apply to connections
with other nodes of the network)

Data Path Creation

An analysis of the situations that imply the creation of a data path make us come to the conclusion that
either the elements in charge of the service creation and the services themselves may request its
establishment.

In both cases, knowledge of the whole network statusis required in order to select the path that better
meets the network management requirements. The network management system isin the best position
to provide this “ network wide knowledge’ and therefore, any request should be delivered to it. It also
makes sense to make the best of the delegation framework in order to provide the required scalability
in this approach.

The network level PDPs (in the best located management instance), cooperating with the RM and the
network level ASP, would perform the decision on the paths connecting the active nodes. They would
send the configuration policies to the network level PEPs, which in turn would be in charge to

trand ate them into data flow creation policies.

Data Flow Creation

The “ingtantiation” of a data path is supported by the creation of appropriate data flows between
adjacent nodes. Thisis an element level operation that is an element level responsibility. The existence
of privileged EE ports allowing the entrance of configuration information is amgor requirement.

Although the PDPs at the dlement level make the decision on the final data flow parameters based on
information retrieved from the nodg, it is the element level PEP who actualy performs the method call
to the EE (no request to the privileged VE is required since the resources were already assigned in the
previous phase).

It is the responsibility of the EE management component to perform the required configuration of
internal node components, such as the multiplexer, through the available interfaces.
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SBB Data Path Creation

This SBB describes the creation of a data path. A data path is defined as the path followed by
information data within the network in order to be processed as part of a requested service. It
comprises the service points, where the data is actually processed, and the connections between those
points. The data path definition is closely related to the data flow concept, which is described as an
unidirectional stream of packets that have some common attribute(s) (such as source, destination, or
protocol [1]). In an active network, the IP packets will also receive a specific service depending on the
data flow they belong to. Thus, additiona attributes specifically related to the active network may also
characterize the data flow.

In order to smplify the description of the SBB, the scenario has been decomposed into the sub-SBBs
that are shown in Figure 4-3.

specified by the SP

Based on service
requirements

Service request

l

Customer Requirements
Translation SBB

A

Service Deployment SBB

Based on runtime B A

requirements Service Customisation SBB
specified by the

Customer L

Figure4-3: Data Path Creation SBB decomposition.

The diagram shows the SBB is initiated by a customer service request, and leads to the establishment
of acustomized data path in the active network that provides the communication and processing
capabilities expected by the user. The contribution of the proposed decomposition is the separation
between the service deployment and service customization blocks. Such distinction results in an easier
approach to describing service configuration based on different user profiles.

Under a TINA perspective, this SBB can be considered as part of the service access phase, preparing
the infrastructures required to render the service during the following service usage part.

Pre-conditions
The Virtual Network associated to the SPis already created and configured.

Serviceisreadlized, i.e. service descriptors and service components are ready to be retrieved
from service registry, and service repository, respectively. However, there is no need to
actualy deploy the service before a user requests it.

The service entry point is configured and aready running. The configuration information
includes the location where service requests should be forwarded. In case the service provider
possesses his own management instance, such instance would become the recipient of service
requests.

1 In practice we are approaching the problem of rendering the service to several customers, using the same
service components with different quality and resource requirements.
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In case the SP manages his own virtual network, appropriate delegation policies have been
aready deployed.

A data path establishment requires a previous definition of the restrictions that apply to the
resources involved in its creation. Such definition is usudly performed as part of a service
level agreement carried out between a customer and a service provider. The trandation of
these requirements into actual network configuration is a mandatory step that must be fulfilled
before any request is accepted.

Post-conditions

Service components have been instantiated on appropriate locations along the active network
and have been bound appropriately.

Appropriate data flows have been set up.

During the deta path lifetime, the information coming on adata flow is identified and assigned
to a specific data path, so that it receives de loca service and is sent to the new target
component.

The mechanisms to survey the assigned resources have been set up. This surveillanceis
realized based on the QoS policies previoudy established. The management system should
take over the responsbility of this mission, which might be delegated to the appropriate
management instance due to scalability reasons.

Dependency
The data path creation SBB relies mainly in three SBBs that are performed sequentially, namely:

The service deployment SBB, which is only accessed in case the service, has not been
deployed yet. This SBB is skipped when the service aready exists in the network, for instance
due to a previous service request. The service deployment is performed based on the
requirements specified by the service provider in the service descriptor. Its purpose is ensuring
the presence of every service related component in the network.

The customer requirement trandation SBB that includes the description of dynamically
obtaining the concrete data path QoS requirements from the customer service level
expectations.

The service customization SBB, that comprises the service component deployment SBB and
data flow creation SBB, which are nested SBBs, and may aso include additiona
configuration operations.

Required Functiondity of Involved Subcomponents
The PDPs and PEPs should provide a transactional deployment of policies.
The SCE should be able to provide new graphs dynamically, based on changing requirements.

The portal should turn into a complete service access point. Further cooperation with the
management system is required in order to control service request admission.

Activity Diagram

This section presents a diagram that depicts the dependencies and coordination between the different
scenarios building blocks involved in the data path creation. It should be noted that this diagram
approaches the out-band data path configuration mechanism.
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Metwork Scope Mode Scope

_______________ FEYICE raguest
is received.
[eISE]%[ Deploy Service

[service deployed]

—yl

[Translate Requirements}

\
Datapath
Descriptor

Vi

Y Create a node-level
Customise Service i data path

Sequence Diagram

Whenever a service request arrives to a service entry point, it is adapted and forwarded to the specified
service provider management instance (1). The QoS PDP at the network level is requested to make a

decision on the request admission. It is the PDP responsibility to ensure the existence of an appropriate
data path before admitting the request.

Asan initid step, the PDP checks for conflicts with the existing QoS policies® deployed by the service
provider (2). If aconflict isfound, the request is rejected (3a). Otherwise, the PDP retrieves all the
trandation rules available for the specified service (4) and submits them together with the policy to its
subordinated PEPs (4), which in turn perform the requirement translation process assisted by the
resource manager and network ASP. As aresult, the requirements for each of the data path elements
are obtained. At thistime, such requirements are hold in a data path descriptor.

The data path descriptor is delivered to the service customization SBB as part of its input information
(5). According to it, this SBB will locate and enable appropriate resources, being aso responsible for
initiating the node-level data path creation SBB.

2 Unless explicitly said, we will use just the term PDP when referring to the QoS PDP.
3 Originated from the SLA.
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I mplementation Status of | nvolved Subcomponents

Subcomponent Name Relevant Current Required Implementation | Related
Functiondity / Open Issues Documentation
- Network Level PDP Conflict Checking for
request admission.
- Policy Database Retrieval of policies. Query-based searching
capabilities.
- Management System Appropriate QoS policies

for the transcoder service
have to be defined.

Define the scope of the
SLA for the transcoder
service.

SBB Requirement Translation

The purpose of this SBB isto obtain the requirements associated to the data path el ements (either
service points or connections between them), from the service needs specified by the customer. These
requirements will be included in a data path descriptor.

The data path descriptor represents a complex structure that provides dl the required information to
instantiate and configure the data path el ements. Part of the information contained in the structure can
be generated from static sources such as the service descriptor, which defines the required service
components, the order in which these components should be traversed, and the customer service
needs. The rest of the description can only be obtained at runtime, based on the resource availability,
and is therefore out of the scope of this SBB®.

“ The process of obtaining the runtime information is further described in the Service Customisation SBB.
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Therefore, the data path definition is performed in two steps: initialy, static information is obtained
from the service quality requirements. Then, thisinformation is compared against runtime restrictions
to obtain the actua data path definition. This SBB is centered in the first phase, being in charge to
adapt or trandate the high level service requirements into low-level, component oriented requirements.

The static information that can be directly obtained from the service descriptor includes:
Data path Graph type.
List of component types that form the data path.

In the case of a sequential data path graph, the order in which each type of component should
be traversed. For example, each service point would specify the following one.

In the case of an arbitrary data path, for each service point a set of possible following service
points should be specified.

Additiondly, we would need to obtain the particular QoS parameters that are applicable to the links
between components and the components themselves. These parameters would be trand ated from the
overal QoS expected by the customer, following alist of rules defined for each type of element. The
QoS policies defined by the SP are checked to ensure the acceptability of the service request.

The requirement trandation is be performed in two phases: in the first phase, the initia requirements
are distributed between the different resources according to the service specification. Theresult isa
list of resources which are associated to the considered parameter. Each of the resourcesis assigned a
relevant parameter value®. In the second phase, each parameter is trandated into actual configuration
values. For example, the considered bandwidth may imply different buffer lengths or queue priorities

in the node.

The resulting QoS policies are specified at different levels of abstraction, ranging from the element
level policiesto the parameter-value configuration list sent to the devices.

Asit is explained in the sequence diagram section, the generation of QoS policiesis arequired step to
ensure the correctness of the data path descriptor and is closely interlaced with its production.

Pre-conditions

The palicies generated from the customer-service provider SLA have been deployed into the
management system.

Appropriate requirement trandation rules have been defined for the relevant parameters on the
service elements.

The requested service leve fitsto the SLA. The service provider management instance
performsthisinitia process by checking for conflicts with the currently deployed QoS
policies. Note that this might be not enough to make a final decision on the admission process.
Such processis successful only when an appropriate data path has been actually found.

Post conditions

The QoS and service configuration policies have been generated from the service
requirements by the management system.

The dynamic part of the data path descriptor, containing the resource requirements has been
fulfilled.

® For example, athread priority may be influenced by bandwidth demanded by the client.
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Required Functionality of | nvolved Subcomponents

The Network Level PEPs should provide a trandation engine able to use trandation ruleson a
per-service base.

A concrete protocol for MS-ASP interaction should be designed.

The ASP should be able to request topological information to the management system,
whereas the management system should offer an interface to retrieve this information.

Sequence Diagram

During the requirement trandation process, the network level QoS PEP receives the trandation rules
available for an specified service (1) and uses its trandation engine to create the element level QoS
policies and the dynamic part of the data path descriptor that refers to the service requirements, based
on the requested QoS level (2).

The network level QoS PEP isaso in charge of distributing the element level policies to the
appropriate locations. In order to find such locations, the network level PEP makes use of the static
part of the data path descriptor, which is obtained from the ASP under demand (3). In this process, the
PEP includes the previoudly obtained requirement information into the data path descriptor and returns
it to the network level ASP (4), which should be able to fulfill the information regarding the

component location within the network® (5). Note that this information is not valid yet, since the ASP
can not be sure that the currently deployed service components and the links between them can
actualy offer the requested service level.

The validation of this data path descriptor by the management system is essentia before
acknowledging the correctness of the data path graph. The status flag related to each service element
listed in the data path descriptor should be marked as “in progress’.

® The way the ASP obtains the location information is out of the scope of the data path creation SBB. It should
be described as part of the service deployment SBB.
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| mplementation Status of I nvolved Subcomponents

Subcomponent Name Relevant Current Required Implementation | Related
Functiondity / Open Issues Documentation

Network level PEP policy trandation Dynamic policy
trandation at the network
leve.

Network level ASP Storage of updated
service topology.

Protocal to request
topologica information to
the management system.

Topology description
format.

MS-ASP Concrete structure of the
data path descriptor.

interface to exchange data
with the MS.

SBB Service Customization

The purpose of this SBB isto locate and enable appropriate resources according to the data path
descriptor. Figure 4-4 shows the SBBs that will be considered as part of this block. The adaptation of
the service to the customer needs, received in the form of data path requirements may involve the
deployment of service components in new locations of the network and always results in the
assignment of resources to the customer.
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i

Based on runtime - —

requirements Service Customization SBB

specified by the ;

C?Jstomer Y Service Component
Deployment SBB

Node-level Data path
Creation SBB

I

Figure 4-4: Service Customization SBB.

Additionaly, the SBB should aso define the runtime parameters of the data path descriptor. This
process will be performed in different ways depending on the data path graph type. The general case is
that in which each service point and the order they are traversed is known in advance and remains
fixed during the service lifetime. A particular case occurs when the next service point is decided
depending on the result of the data processing. In this Situation, a set of available service points might
be defined for each of the service points themselves.

The service customization is a progressive process. We can assume that the restrictions (in the form of
static information included in the data path descriptor) will guide the process of locating the best
service components and routes available. The produced data would be included in the descriptor as
runtime fields (for example, the data flow descriptors).

When it was not possible to locate a component that fulfills the QoS requirements, the deployment of
specific service components on new locations may be ordered’. As part of the deployment decisions,
an assessment of the interconnection resources is required, implying knowledge of the network status®.

As aresult of the trandation process and the subsequent customization process, a set of QoS policies
guaranteeing the acceptable quality levels are adso deployed in the management system.

Pre-conditions

The service is dready deployed in the active network.

The low leve requirements for each service element have been defined, based on user needs.
Post-conditions

There exists a data path that fulfils the customer expected service level.

Per-customer service-related QoS policies have been deployed into the management system.
Dependencies

Deployment and instantiation of service components.

Node-level data path creation SBB

Sequence Diagram

" If supported by the ASP, the reconfiguration of the service may be also requested.

8 The ASP and NMSwould collaborate in order to solve this situation, which is part of the service component
deployment SBB.
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Based on the information provided by the network level ASP, the QoS PEP at the network level
selects the location of the eement level PDPs to whom it should deliver the obtained QoS policies.
The policies are then delivered to these locations, where the service components are running (7), in a
transactional deployment mode.

The transactional deployment of policiesis a two-phase mechanism for ensuring policy consistency
across a set of remote locations in a distributed environment. In the first phase, the policies are sent to
the locations where they should be enforced. In the second phase the policies are activated, but only
when there is a commitment that they can be actually enforced in every location. Otherwise, arollback
procedure is performed, and the policy deployment falils.

The PDP at the element level makes the necessary trandations and delivers the low-level configuration
rules to the element level PEP (8), which in turn tries to enforce the policies(9). Based on the
acknowledgements (or positive reports) received by the element level PDPs, the network level PEP
fillsthe status field of acknowledged components in the data path descriptor with an “able’ flag.

Whenever a policy cannot be enforced due to alack of resources, a policy deployment error report is
sent by the element level PEP to the element level PDP (10), which reports the error to the network
level (11). The report includes enough information to identify the offending component within the
network. Thisinformation is reflected in the data path descriptor by setting the status flag to “unable”.
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The network level PEP engages a dialogue with the ASP, requesting the deployment of a new
component, of the same type that the offending component and in alocation fitting the requirements
available in the current service descriptor® (12). Remember that at this time, the data path descriptor
holds information about the components whose locations are suitable, so the ASP knows the available
components and can process a new graph for the service. The ASP is responsible for deploying the
component, filling the data path descriptor with the new location information and returning it to the
management system (13).

The management system then sends the corresponding policies to the new locations in a transactional
deployment mode. Normally, at this time the deployment should succeed, but in the case a new error
appears, the process would be repeated (14).
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Once a positive acknowledgement has been received from every element level entity, the data path
descriptor can be considered completed (15). At this point, the element level PEP initiates the node-
level data path creation SBB, using the received configuration information to customize the
component in every location and actually bind the data flows to the data path.

® The service descriptor should include at this time the information regarding which service elements (either
components and links) are able to deliver the requested service level.
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I mplementation Status of | nvolved Sub-components
Subcomponent Name Relevant Current Required Implementation | Related
Functiondity / Open Issues Documentation
Network level ASP Dynamic deployment of
new components based
on requirements.
Network level PEP Forwarding deployment Transactiona policy
mode. deployment.

SBB Data Flow Creation

The purpose of this SBB isto set up the data flows required to send data across an active network,
while at the same time the data is alowed to be processed at specific points within such network.

The creation of a data flow requires the establishment of appropriate routes in each network node
included in the data path. In practice, this means the insertion of routes in the routing table and
additiond EE demultiplexing information.

For this purpose, the data path descriptor will be interpreted as alow level policy which is enforced in
the active node by appropriate PEPs. The enforcement implies the modification of the routing tables'®,
the configuration of the demultiplexer or the assgnment of portsin the EEs.

The descriptor information regarding the service component order may be used to decide the following
point to send this low level policy, providing a decentralized means to create the data flows.

Using smple management elements inside the active node we get a flexible way of creating the data
path hop by hop.

10 Based on the data flow descriptors.
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SBB Data Path Creation in PromethOS

This SBB describes the download, ingtalation, and instantiation of service components onto a specific
active node in the PromethOS/Linux kernel space.

This SBB starts when the VE Manager request the creation of a VE, EE, together with the instantiation
of service components from PromethOS.

The code modules are subsequently installed and instantiated.
This SBB stops when dl the code modules are instantiated.
Pre-conditions
VE is operational
VE is connected to appropriate wrappers
Kerndl isready for PromethOS, i.e. the running has the required hooks available.
Service Components are available as code modules on the node.
Dependencies
VE management SBB
Post-conditions
VE is created in kernel space

EEs are ingtantiated in kernel space
Service components are loaded, instantiated and inter-connected
Service-part in PromethOS is operational
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Seguence Diagram

failure

finished

finpscﬁed
failure

createEE

failure

fi nlnscﬁed
failure

attachSequence

._not
finished

failure .
activateSequence

running

I mplementation Status of | nvolved Subcomponents

Subcomponent Name Relevant Current Required Implementation | Related
Functiondity / Open Issues Documentation
PromethOS Ingtantiation of 1 EE Instantiation of N EEs D4
Identification of VE
Instantiation of N VES
PromethOS wrappers Adaptationto VE
Management
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4.1.3 CS 3: Deployment and Instantiation of Services and Service
Components.

SBB Service Deployment

This SBB starts when the Node ASP manager is requested to deploy a service. Service descriptors are
fetched from the service registry and dependencies resolved based on the node capabilities. Code
modules are fetched from the service repository.

The code modules are subsequently installed and instantiated.
This SBB stops when al the code modules are instantiated.
Pre-conditions

VE is created.

Serviceisreleased, i.e. service descriptors and service components are ready to be retrieved
from service registry, and service repository, respectively.

Network level mapping of service is determined, i.e. nodes running service components are
identified.
Dependencies
Service release SBB
VE creation SBB
Network level service deployment SBB

Post-conditions

Service components (Smple implementations) are ingtalled and instantiated on a specific
node.

An IOR is returned that allows accessing and configuring the service components.

Binding information for service components is known by the service creation engine.

T

Get service
descriptors

NZ

Parse service
descriptors

NZ

Choose service
components

Dependencie
= ves

nmo

Sequence Diagram

Fetch service
component
implementations

NZ

Install service
components

NZ

Return IOR

-

I mplementation Status of | nvolved Subcomponents
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Subcomponent Name Relevant Current
Functiondity

Node ASP manager Receives service
deployment request from
network ASP manager

Service Creation Engine  Determines required
service components

Extracts EE types of
service components

Code Manager
Service Registry
Service Repository

Required Implementation  Related
/ Open Issues Documentation

[4]

Determine
interconnection of service
components

Interface with node Mgmt
framework?

SBB Retrieve Information related to Service Deployment
This SBB describes the retrieving of service information.

Pre-conditions
Serviceisreleased in the network

Dependencies
None

Post-conditions

SP's part for service deployment is completed

Required Functionality of I nvolved Subcomponents

Activity Diagram

Specify Service Descriptor +
additional Service Requirements

from the Network Service Registry

;

[ Retrieve Network-wide Service Descriptor ]
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SBB Processing of Information Related to Service Deployment
This SBB describes the preprocessing of service information.
Pre-conditions
Network-wide Service Descriptor and additiona Service Requirements (optiond) are
specified.
Dependencies
Retrieve information related to service deployment SBB

Post-conditions

Resource Requirements of each Service Component are identified.

Required Functionality of | nvolved Subcomponents

Activity Diagram

Parse Network-wide Service Descriptor (Split into topological
and node-wide criteria for each service component)

node-wide criteria for each service component)

Check for Failed Back to SBB_ Information
Incosistency Retrieving

Successful

[ Parse additional Service Requirements (Split into topological and ]

Prepare a set of topological and
node-wide requirements respectively

;

SBB Mapping

This SBB describes the mapping process of service requirements to available resources.

Pre-conditions

Resource Requirements of each Service Component are identified.
Dependencies
None

Post-conditions

Two lists of best candidates are produced:

Fulfilling topologicd types of requirements, and

Fulfilling node-wide types of requirements.
Required Functionality of Involved Subcomponents
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Activity Diagram

with a resource set

e

[ Put the better matching set on ]

[ Compare desired Set ]

) A Yes
top of a "best candicate" list

N

[ More resource sets to ]

be compared left?

No

SBB Evaluation

This SBB describes the evauation of the results of the mapping process.

Pre-conditions
The mapping process is finished.

Dependencies
Post -conditions

An assignment of each Service Component of a service to anode, on which it isto deploy, is
determined. In certain cases, service components cannot be mapped onto the available

resources.
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Activity Diagram

!

[ Merge topological and ]

node-wide candidate lists

Generate a list of service components "bound" to
specific nodes needed for service deployment

.

SBB Component Installation

This SBB describes the download, installation, and instantiation of service components onto a specific
active node.

This SBB starts when the Node ASP manager is requested to deploy a service. Service descriptors are
fetched from the service registry and dependencies resolved based on the node capabilities. Code
modules are fetched from the service repository.

The code modules are subsequently installed and instantiated.
This SBB terminates when al the code modules are instantiated and installed.
Pre-conditions

VE is created.

Serviceisreleased, i.e. service descriptors and service components are ready to be retrieved
from service registry, and service repository, respectively.

Network level mapping of service is determined =» nodes running service components are
identified.
Dependencies
Service release SBB
VE crestion SBB
Network level service deployment SBB

Post-conditions

Service components (Ssmple implementations) are installed and instantiated on a specific
node.

An IOR is returned that allows accessing and configuring the service components.
Binding information for service components is known by the service creation engine.

I mplementation Status of | nvolved Subcomponents

Subcomponent Name Relevant Current Required Implementation | Related
Functiondity / Open Issues Documentation
Node ASP manager Receives service
deployment request from
network ASP manager
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Service Creation Engine

Determines required
service components

Extracts EE types of
service components

Determine
interconnection of service
components

Interface with node mgmt
framework?

Current state
described in [1]

Code Manager Coordinates ingtallation of
multiple instances
Triggers ingtalation of
Components

Service Registry

Service Repository

SBB Instantiate a Service Component
This SBB describes instantiation of a service component in a given VE/EE running on an active node.

The functionality of the SBB can be seen one step in the service deployment process but can be aso
used to manage the life cycle of the deployed service components.

Pre-conditions

Service component has been installed in the given EE.

Dependencies
Release Service SBB

Install Component SBB

Post-conditions

An instance of a given service component is created in the given VE/EE and a reference to the
corresponding runtime instance of

Required Functionality of | nvolved Subcomponents

Network and Node ASP components
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I mplementation Status of I nvolved Subcomponents

Subcomponent Name Relevant Current Required Implementation | Related
Functionality / Open Issues Documentation
Network ASP manager | Receives service Mapping dgorithm under | Déeliverable 5
deployment request from | discussion
network ASP manager
Service Creation Engine | Determinestheinitial Determine [4]
configuration in terms of interconnection of service
required service components
component instances on
the given node.
Code Manager Coordinates instantiation [4]

of multiple instances

Triggers ingtantiation of
Components

Component Manager
(Node Management
Framework)

Performs instantiation

[4]

4.1.4 Security Aspects of FAIN

As aready mentioned at the beginning of this chapter, security has been identified as an overall
requirement of all core scenarios. This is the reason, why a separate section is attributed to security. In
the following section, the security aspects of FAIN are listed shortly. As done in the core scenarios
SBBs are deduced from the security aspects.

Security Area Interfaces

Security areainterfaces are parts of the general blocks identified in the design phase of the security
architecture. Her are listed only interfaces that are available as public interfaces to other node
subsystems. At the moment this set is limited to few interfaces that are important for operation of the
node and security subsystem. Interfaces, that are available through Security Manager, are:

1. addPrincipd,
2. stPalicy,

3. authorize,

4, sendCheck,

5. receiveCheck.

Interface addPrincipal

Thisinterface is exported so the principa can be registered on the node. It should be used during
create phase in the process of registering a VE, see section. The code behind the interface will be also
used in the SBB of authentication in the case of active packets, see section.

The input to the interface isa digital certificate that will be defined by JSIS.
The principa related secure store or possibility to define principal dias as defined in section are

neglected at the moment.
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Interface setPolicy

The set policy interface is provided so the VE/service/component/port policies can be defined by a
management entity. The interface is called by SID (component identifier), policy and name. tSysName
relates to the naming issues on the node.

Interface authorize

Authorize interface is available to other system components and it is called by node enforcement
engines like RCF manager. It accepts two SIDs, of the subject (calling component) and the object
(accessed component) and environment of the call. At the moment environment of the cdl is the
trickiest part which is not yet defined in the document and will be fostered during the integration and
development process. Here environment relates to the older Thomas interface with component, port,
operation, tPropertyL.ist.

Call returns a Boolean vaue.

Interface sendCheck

Interface sendCheck is unchanged from the last milestone release (I hope). Per scenario as defined in
section there is a need to define at least the dynamic way of passing the information about the next hop
node address from the DeMux to security. Other issue isiAnep Packet interface and treating of the
packet as a component to realize scenario in section.

Interface receiveCheck

Interface receiveCheck is unchanged from the previous milestone. There is an issue that was not able
to supply VE and Serviceld (EEID) values which is also a matter of ANEP packet definition. Thisis
done in the security areaif not in, so the interface will change accordingly. Another issue is treating
the packet as a component and build from ANEP options its security context.

Authentication Engine SBB

The authentication engine SBB verifies the authenticity of active packets. It depends on
authentication data contained within an active packet and on crypto engine to do the necessary
cryptographic operations. This SBB consists of the subSBBs Active Packet and Creation Option
Building and Authentication in case of Active Packets.

Authentication engine provides both data origin authentication and session’s authentication. Active
packets are authenticated for their data origin and management connections sessions are authenticated
for the time of the session setup.

Active packets are authenticated per packet; such packets can pass many nodes so the proposed way of
the authentication is based on the use of the digital signatures. In this way only parts of the active
packet that don't change in the network can be authenticated. Proposed authentication doesn't provide
transaction property for the protected data.

Management connections to the ANNSs are sessions, usualy CORBA connections to the node. For this
type of the connection we propose use of the CORBA over SSL. User is authenticated once per
session (authentication of the client to the server, but should be possible also vice versa) and the
security context of the session is build in the same way as in the case of the active packets. To be able
to attach the established security context somewhere, some kind of session proxy (component) is
needed for each session. This proxy ~“speaks for" the entity in the connection and all security related
decisions are made based on this component security context.

To be able to establish the security context the identifiers of the principal (VE identifier and principal
attributes) should be available while setting up the connection (this means that the digital certificate
must contain both identifiers). In the active packet case the service identifier should be explicit in the
packet and also stated in the credentias.

Authentication on the node is explicit in the context of active packets or uses protocol like SSL to
provide proper authentication of principal and data.
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Active Packet Signing and Credential Option Building SBB

The god of this SBB isto sign an active packet and build the credential option. For the signing one of
the principal private keys, stored in the principal secure store, is used. Digital signature covers the
active packet payload and the credentia option itself.

To be able to validate so generated signature the credentia option is build that pointsto a
corresponding public key of the key pair, to which belongs the private key used to compute the
signature.

We have planned three possibilities to point to a public key in D4 [6] : X.509 certificates, X.509
atribute certificates and Keynote credentials. To this we are adding another option that is easy to
implement and is very straight forward; the public key is identified by its cryptographic hash of the
length of 128 bits. Solution is smilar to that planned for use in the case of Keynote credentid; in this
case we have in the credentia instead the name of the principal directly public key. Also in this case
this public key will be replaced with a hash of akey as aunified name of a principa. For getting a
public key fromit's "name" same approach will be designed for both cases.

Active packet is signed at the originating node or intermediate node like a gateway. Signing is
triggered because the active service (principal) is sending the packet (originating) on the principal

node or it is signed by the node because the node responds with areplay; replay can be also an error
message if any. These messages are both service specific; it remains open question if they are signed
by the node or principal. First case is tricky because the node can be fooled to sign the message that it
doesn't understand. This requires further study and service experience.

For signing to take place we have two options: fird, that the signing is triggered by (De)Mux itself and
second that the signing is triggered by an active service done. Asdesigned in D2 [5] the
authentication is mandatory for active packets, so al packets must be digitally signed and their data
origin is authenticated on the basis of the digital signature. To ease the development, the signature will
be added by the Security subsystem during the sendCheck function call made by.

We are working on solutions that can ease the D2 requirement, for example like treating separately
control and transport plain regarding the authentication.

Signing an active packet has to be treated in the same way on the client and network node. |mportant
guestion here is where to gather needed data for active packet header including the building of
credential option(s). It would be the right thing in this context to treat the active packet as a
component. During the creation of the packet we could set the security context of the created packet
included with the pointer (principalld) to the principal credentials. Technically iAnepPacket interface
should treat only ANEP header options as defined in FAIN; payload and variable option should be
trangparent (byte streams) at this level of abstraction. It remains open who is responsible to add an
serviceld to the packet payload if we agree that the serviceld can be stored there. Information from the
security context can be used to build the following ANEP options transparently: VE, Serviceld and the
credential option(s). Still needed information for hop-by-hop protection is then next hop node address
or list of addresses. The interface between (De)Mux and security changes then dightly in the way that
it invokes the interface with a reference to the component (packet) and the next hop destination.

Pre-conditions

Principal (or system entity) has to be defined on the node. A principal or a node has to have at least
one valid key pair which hasto be stored in the principa Secure Store. Service that originates active
packets has to be started and its security context has to be defined.

Post-conditions
Build credentia option with the digital signature.

Dependencies
SBB depends on:
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Building of the Security Context SBB.
Get principal credentials related information SBB.

Get principal related secure store SBB.
Interface definition between and SEC.
Availability of iAnepPacket interface.

Sequence Diagram

o

: [iAnepPacket: :create]

b J [failure]
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Authentication in the case of Active Packets SBB

Authentication of data origin is done with digital signature mechanism. The SBB follows the
description and sequence diagram of authentication in D2[5]. If there are many authenticators in the
packet (credentia options) the procedure has to be repeated for every authenticator.

authenticate, fetchCredential, verifyCredential, validateSignature and resolve are Security subsystem
local functions and are as such marked with a*. authenticate is entry level function for authentication
engine. fetchCredential fetches the referenced credentials in the credentia option from remote server.
verifyCredential assumes verifying credentia (including possible certification path), validateSignature
validate digital signature of the active packet in the credentia option, see [5] and [6], and resolve
resolves information in the credentia (principal identity and attributes). verifyCredential includes also
signature vaidation, not shown in the above diagram of the signatures in the certificates of the
possible certification path. From the verified credentia (possible after verifying certification path)
principal related public key is obtained. With this key we validate the signature in the credentia

option.

Procedure is repested for every credential option in the packet.
Pre-conditions

A signed active packet (with a credential option) as described in the previous SBB. Demultiplexing
subsystem isinitidized and running.

Post-conditions
Authenticated active packet on the node.

Dependencies

Possible dependencies on externa services like certification authority, network services for obtaining
principa public key certificates (DNSSEC, LDAP) etc.

SBB is dependent on common interface between Security area and Demultiplexing.
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Dependency regarding other SBBs:
1. signactive packet SBB,
2. Resolve SBB.

Sequence Diagram
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Authentication of Sessions SBB

Sessions are defined as communication between usually a client and a server which last for short
period of time. Sessions are connection-oriented end-to-end on going communication between two
entities.

At the beginning of the session peer entities are authenticated (client to a server and/or server to a
client) what is called peer entity authentication. After authentication, entities can exchange a session
key and use symmetric cryptography with keyed hash to provide data confidentiaity and integrity
service for exchanged data thereafter for the time of a session. Most used protocols for protecting

sessionsare SSL or TLS. SSL isalso preferred protocol for protecting CORBA based communication
services.

SBB plans to use CORBA over SSL for authentication.

Pre-conditions

CORBA implementation with SSL support.

Post-conditions

Authenticated entity for time being of the session connection to the node.

Dependencies

Depends on granularity of CORBA over SSL. Each entity that wants to manage the node should be
connected to the node over separate session even in the case that more than one entity is connecting to
the node from a single management station.
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Depends on the following SBBs:

1. Resolve SBB.
Sequence Diagram
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Security Manager SBB

Accepts request from enforcement engines, collect request related credential information, accessed
object policy information and ask authorization engine for authorization decision. Thisdecison is
passed back to enforcement engines. It provides NodeOS interfaces for managing AN users related
credentials and security policies.

Security manager is the core of the node security services. It exports the mgjority of the security area
interfaces related to credential database, policy database and authorization engine and manages
communication with those two databases and authorization engine. Besides is responsible for |abeling
decisions and building the security context of the components in the system.

The basic design decisions for security manager were: separation of the application and policy,
separation of authorization decision and authorization decision enforcement, possibility of having
multiple authorization engines (for example basic one and keynote with more expressive policy),
genera authorization decision mechanism.

The security manager should provide: ability to clearly separate users and services on the node,
additional fine grain policies for access to certain node resources like file, memory region or
interfaces, default policiesif there is no specific one available, list of past decisions, caching of
authorization decisions.

Security Context

All decisions that the Security Manager make are based on the security contexts of the subject
accessing the object, possible cached authorization decisions and environment of the access. These
decisions represent a part of state information of the system.

Security context represents al basic information about the component that is needed to perform
various security related operations.

Security context of a component is setup during the service start up. Security context is defined
currently with the following parameters. principalld, VEId, Serviceld, component capabilities,
component policies and audit vector. The security context of the component is attached to the
component with a SID; SID is a component secure identifier which is opaque to the rest of the system.
Security context is hold exclusively in the Security Manager and it is interpreted in it only. Security
context, service start up and VE start up are presented in the figure below.
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S P Service startup VE startup
g Context "-.___.||-|LT|;;1|:rp sondce Initialize VT Principal
For every
é’ Principatd | 7 componant
e VEId L th"" Tramsitian
ParcntvEld : ;é:;"w Label
Serviceld
Policyld - "E;;:a.bnlir-.r Set policy
Capabilicy bl s ccrmminaniaaian
Audit dw":';:;: Capabiliny
\ Auielin
Audit dhacigion
Req. Capabilities kil
Audit allew
Auidit ehanmnel
Structures:
SID points to a component security context
principald points to principal data
VEId Virtual Environment |dentifier
ParentVEId parent VE Identifier
Serviceld service ldentifier
Policyld points to component related policy
Capability Component capabilities
Audit Audit vector
Security context structures in detail
SID
Opaque pointer to security context
Security Context
Principalld
Points to principa related data which is stored in the credential manager,
VEId
Pointsto Virtua Environment security related data, mainly VE identifier,
ParentVEId
Parent VE Identifier, which is assigned at VE start up from the security context of the
starting component,
Serviceld

|dentifier of the service on the node. Points to service related data structure, which
contains service name, service code modules data and their related security information.
Needs to be aligned with ASP,
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Policyld

Policy identifier, which points to policy data. Data type defines policy authorization
engine to be used in the process of providing an authorization decision. In policy datais
aso alist of required capabilities to access the component. These capabilities are
evauated in the capability engine. Polices has to be defined in advance and can be
supplied via the management system or dynamic through a packet,

Capability

List of component capabilities, supplied together with a service code modules or service
descriptor.

Audit vector

Audit vector defines which decisions (denied or alowed) are audited to which audit
channdl.

Creating a SID SBB

This SBB describes the process of creating a SID. For our purposes the SID is a 32 bit random
number. Other design issues are neglected at the moment.

Pre-conditions
Security manager is started. All other components get a SID from the security manager.
Post-conditions

Unique SID is generated for every component.

Dependencies
Depends on unique meaning.

Needs to be random and fast.
Activity Diagram

¢

[failure]

Get SID

|
1 [0K]

| Component SID |
T

®
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Seguence Diagram

:Component Initialization I | :Security Manager I

I
*getSID() :

|

I

: *createSID()

.
=

A

Labeling SBB

This SBB describes the labeling process. The components that implements a service are labeled during
the service start up with the label of particular VE and Serviceld. getServiceld() in the sequence
diagram creates the Serviceld if the Serviceld is not defined already.

Pre-conditions

Security Manager is started. Component (or service) that starts a new service should be labeled and
started.

Post-conditions

Label component in the context of certain services.

Dependencies

Many unresolved issues, especialy with the starting points of the system. Problems between service
and component at start up. Problem is that we know when the component is initialized but not when
the serviceis.

Sequence Diagram

[getVEI4(}] "
""""""" > ParentVELd gttt '*'é
i
1
[getServiceld()]
———————— >| Serviceld |-~~~ ——————)-(1!)

Exception

: oK)

Component VEId |
and Serviceld |
T

®
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:Component Inicialization I | :Security Manager

*label()

*getVEId()

*getServiceld() 777

*labelVE()

*labelServiceld()

B P ) i R

Transition SBB

Transition SBB is used only in the case of VE start up (activation). Current VE creation SBB assumes
two steps in VE creation: create, which is aimed at resource reservation and principa definition and
activate which actualy starts iComponentlinital in the name of the principal. Transition is related to the
activate phase, when the component (parent) is starting a component with different VEId than it isits
own. At that moment, as can be seen in figure below, if the authorization decision permits the
component security context is relabeled and also principal datais set to the VE owner data.
Association with the principal is related to the create phase; at that stage the principal has to be
associated with the VE that he will own. create and activate are run by the parent principa (pVE).
After that every component created through the V Es iComponentinital is automaticaly labeled with
the VEId of the parent component except when the newly created component is transitioned.

Pre-conditions

Basic pVE services should be started. A component that can start a new VE has to be started and has
to hold a capability to start a new VE. Principal that will hold a VE has to be defined on the node
(assuming a create VE call, through profile, which defines aso a principa VE resource box).

Post-conditions
iComponentlnital which is labeled with the right VEId and Serviceld.

Dependencies
There should exists a mapping between a principa and VEId on the node.

SBB depends on the following SBBs:

low level engine SBB,
Capability engine SBB.

Transition SBB
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iComponentInital

labeled with VEId
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Seguence Diagram

I (p)VE I :ereate| VE] I | :activate| VE] I | :Security Manager I :Credential Manager I
1

1
create [VE] (conf)

—_—
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[:] Add principal SBB

!
activate [VE] (VEI4)

|

______________________.EI________

Label SEB

*transition(VEId)

'
D:l General authorization decision SEE

s*getPrincipal Id(VEId)

|I| Label SEB

Building of a Security Context SBB

Building of the security context is a crucial SBB because on the basis of this process the authorization
decisions are made. In genera we can distinguish between four cases when to build a context: for
active packets, sessions to the node, for started components and transitioned components. All these
subSBBs should lead to the same data structure that is then used in access control decisions.

In the case of started and transitioned components the basic parts were already covered in the previous
SBBs. Such components can have also a policies attached which govern access to the component or
component ports. Audit “"policy” can be aso attached though is not a high priority at the moment.

Other two cases will be covered separately.
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Pre-conditions

Security subsystem is running. pVE icomponentlnitid is transitioned to default values. If there exists
component security policies (policy, capability) they are set during the security context setup. If the
component needs certain capability to access system services this capability is defined.

Post-conditions

Security context of a component is built.

Dependencies

Labeling of services depend on definition of services. Will try to define security components as a
service? The problem is that we want to separate with Serviceld basic services offered by the pVE or
any VE. Problem of small ASP component acting as resolver of the service descriptor and the
definition of the service start up.

SBB add principd,

SBB labd,

SBB trangtion,
SBB st policy,

SBB et capability policy,
SBB set capability

Building of a security context of the active packet or a session is smilar to the activity presented in
figures above. Security context should be build for every active packet or a session to a node. Both
cases are al'so similar so we will present in this SBB only the active packet case.

The information that we can build a active packet security context from has to be available in the
packet. At first there should be information that we can match the packet to the VE/service on the
node. VE and Serviceld should be explicitly stated in the active packet and also cryptographically
protected with integrity service provided by digital signature mechanisms as described in D2 and

D4 [6]. To get around initial problem, which sets these values, we require that these matching values
are dso clearly stated in the principal credentials (these are signed by system entity you trust).

So the labeling in the activity diagram on figures above corresponds to setting up the VEId and
Serviceld values in the packet and verifying them is verifying their statement regarding the
information (attributes) in the principal credentid.

Capabilities are matter of the interna system and should not appear outside the system (node). Finer
granularity of the access to the interfaces of some component that has certain capabilities or is
otherwise protected is achieved with the component/port policy. These policies are in generd interna
matter of the principal (VE owner). The only requirement is that the policy type which defines the
authorization engine is registered together with proper engine on the node. This fact has to be checked
at the service start up, during policy setup, see SBB, section. Also for example the problem of active
code that needs certain capabilities (let’s say access to the routing table) has to be solved through its
programming environment (can be proxy component) that posses needed capabilities. This component
can be additionally protected with component/port policy.
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Principalld is not explicitly mentioned in the building of the security context SBB. The association of
the principal in the presence of the VE identifier can suggest that the notion of the principa in the
context isirrelevant. This can be true for some components; in this case, for example in the service
start up the value of Principalld is only attached to the component security context. In the case of other
components, like those build in the case of sessions or active packets, the Principalld doesn't match the
VE owner and this principa information is used in authorization decision process and not that of the
VE owner. The distinction is aso crucia in the case when a component can generate active packets;
the credentials, related to the principal, who will be attached to the packet through credentia option,
are automatically got from the component security context. In this case the VEId can be related to one
principal and the Principalld can point to other set of credentials. To be able to handle all cases
transparently, we are using the same data structure in all cases.

Get Security Context by SID SBB

Getting a component security context by SID is a short SBB to complete the Security Manager SBBs.
Security Manager is responsible to extract from component security context authorization engine
relevant information and pass the information to the authorization engine. Based on thisinformation
authorization engine makes an authorization decision. Engineld isjust internal mapping between parts
of the security context and related authorization engine. Assumed to be predefined.

Pre-conditions Component is running and its security context was build. Component participates
either as subject or as an object in the process of providing an authorization decision.

Post-conditions

Part of component security context is available to security manager.

Dependencies
The SBB depends on SBB building a security context.

Activity Diagram

»

¥
SID

Engineld
e
I
I

¥
Get Security Context by SIDj
T

I
| [ox]

| Security Context |
T

®
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General Authorization Decision SBB

As discussed in the section there are three levels of authorization decisions. Primary thereis one
related to the services and V Es and provide separation between them on the node, second related to the
capabilities and third related to the component/port policies.

Low level policy can be overwritten by capability engine decison. Finer granularity regarding access
from outside can be specified with component/port policy. Note that component/port policy cannot
overwrite low level palicy.

Pre-conditions

Services are set up and running labeled or transitioned on the node. Needed capabilities and
component/port policies of the components implementing the service are set. Component or
component on behalf of the user (an active packet or a session) is accessing another component.

Post-conditions

Authorization decision about the access is provided and returned to the enforcement engine.
Dependencies
Depends on the following SBBs.

building of the security context SBB,
low leve palicies engine SBB,
capabilities engine SBB,
Component/port engine SBB.

Activity Diagram

®

I
| [from enforcesent engine]

" ¥ ;
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¥
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T

|
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®
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Activity Diagram
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Credential manager

Credential manager, when asked by security manager, searches credential DB and returns all
credentials that are relevant for a particular request, which is currently subject to authorization. It also
provides fecilities for editing credentiad database, either manually by an authorized user, or
automaticaly, i.e. searches and downloads credentials from an external credential repository.

Some of the credential manager interfaces are exported via security manager like NodeOS interfaces.

Principal owns a VE. Security Manager is responsible for keeping the relation between the VEs and

principallds.

Interfaces

createCredDB create new credential database
deleteCredDB delete credential database

storeCredDB store credential database

addPrincipa adds new principa to credentials database
removePrincipal remove principal from the credentias database
modifyCredentias modify existing users credentias
ligPrincipas ligt registered principals on the node
searchPrincipal search principal by defined attribute
getCredentials get the principd related credentials
resolve resolve the principal related credentials
Exceptions

noSuchPrincipal addressed principal doesn't exist

principa Exists principa aready define on the node
resolverailed process of resolving credentials has failed
Structures

Principa principa identity and attributes

Interfaces in detail
createCredDB

the interface is added among exported interfaces for the following reason; principal can haveits
own credential database for its own definitions of a principal if alowed or negotiated.

Otherwise the functionality of the call is used implicitly when the privilege VE is instantiated.

So added principas are used only in the context of the VE and in the access control decisons
based on the service/component policy or decisions made in principa supplied software.
Credential databases of the principal are distinguished from node database on the basis of the
security context of a database.

deleteCredDB

this call deletes VEs credentials database.

storeCredDB

store credential database to a persistent storage.

addPrincipal

Interface adds principal to the principal database together with principa attributes. Genera
principal attributes can be access identity, group, role, clearance, audit identity, charging id etc.
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It should be able to add the user to the credentials database in two ways: from the supplied
credentials (digital certificate) or with a call with certain parameters. Note that in the latter case
digital certificates and corresponding key pair can be needed for certain principa operation. In
the first case the digital certificate (for example X.509 or X.509 attribute certificate) has to have
defined principa attributes.

removePrincipal
Remove the principa

modifyCredentials
Modify principa attributes

listPrincipals
Return list of current principals

sear chPrincipal
Search for aprincipa

getCredentials

Gets credentias from the remote location or local database for the named principal. This
interface is considered public because of the possible pull modd (in contrast to push modd as
assumed in addPrincipal interface). After this call the entity creating principal can call
addPrincipal. Interface should accept method of getting the credentials as an input.

resolve

Resolves principa related credentias got with getCredentials to identity, attributes and generate
credentias list.

Structures in detalil
Current implementation will implement only few principa related attributes.
Principal
identity
Cryptographic hash of the user public key,
alias
User dias or human readable string,
attributes
Principal related attributes,
credentials list
List of the principal related credentials (digita certificates),
secure store
Points to the principal secure store.

While identity, attributes and credentias list can be result of the resolving process, the dias and secure
store are mainly intended for end host usage (though at least one principa on the each node will have
defined secure store).
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Add Principal to Credentials Database SBB

This SBB adds the principal to a credentias database. Registered principals are stored and
authenticated and resolved principals are not if the settings on the node are set as such.

Pre-conditions

Credential database is already created on the node. PVE related software is already installed on the
node and operational.

Post-conditions

User isinserted together with extended attributes into the credential database on the node.
Dependencies

Credential database has to be presented on the node.

SBB depends on the following SBBs.

Resolve SBB,
General authorization decison SBB

Activity Diagram

[getCredentials()] ; .;.

——————— -P-i_'l'}igi:n] Clertificate :— mmmmmm= -:I-Q
1
1
¥

Add Principal

]
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. 2
| Principal in CDb |
S T

®

Sequence Diagram
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| :Management Entity I | :Security Manager l [ :Credential Manager I

addPrincipal()

1 1
l I
| 1
. I
1 1
I
'
[i} General authorization SEB

*addPrincipal()

.

|
1
|
I
|
: Resolve SBB
|
1
|
|

Figure 19: Inserting a principd into principal database
Removing Principal from the Credentials Database

This SBB removes the principa from the credentias database. Asis shown on the figure we have
assumed that the removing of the VE is guided by the management on the node and that includes the
SBB of removing the principal.

Pre-conditions

All principd related components including VE (if principa owns a VE) should be terminated or
removed (persistent storage). Principal owned service descriptors and code modules should be
removed by ASP. RFC related principal policies should be removed.

Post-conditions

Principal is removed from the credential database.

Dependencies
ASP: removal of principal related service descriptor and his own code modules.

RFC: removal of the principal related resource policies.

Management: guide the process of removing of the VE. Termination of the running components and
returning of the resources to the node pool ?

: removing principa related channdls.
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Seguence Diagram
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SBB Fetch Principals Credentials

SBB covers the process of fetching or getting principal related credentials from the remote store or
local node cache.

SBB Get Principal Attributes

The SBB covers the case when the already resolved credentials and attributes are required, like in the
case of genera authorization decision, SBB.

SBB Get Credential Information

SBB covers the case when we need to get from principal credential (digital certificate) information
which will be used in the SBB of signing an active packet.

SBB Resolve Principal Related Credentials

SBB covers the cases when resolved credential information is available as in cases of authentication
for packets and sessions and registering the principal on the node by management entity. This
information is inserted into credentias database.

SBB Get Principal Secure Store

SBB covers the need to keep and get from somewhere the information about principal secure store
where principa keying material is kept. This information is highly sensitive so only selected
components will have access to thisinformation. Used in the SBB of signing an active packet. If there
is more then one credentid to build the credential option this information can be related to the
credential list.

Policy manager

Policy manager, when asked by the security manager, searches policy DB and returns al security
policies that are relevant for a particular request, which is currently subject to authorization. It also
provides facilities for editing entriesin policy DB, either manually by an authorized user, or
automaticaly, i.e. download policies from a centralized policy server.
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There are number of policies that can be evauated in the process of providing authorization decision
and enforced on the node. In genera policy type defines authorization engine. Policy types can be
MLS, DT or more flexible like KeyNote policies (flexible in away that you can define multiple
different models with same policy language and single authorization engine). The policy should be
detached from application, s0 it should not be hard coded in the application.

There exist at least two levels of policies in the system. First are low level system policies that define
the default system behavior. The second level is policies that can be set by the principals that can start
the active services.

Low level policies enable us to separate principals and their services on the node. Low level policies
are set up during the labeling decision process that |abels the service components (running processes
or threads) with principal, service and other identifiers. In the same manner all other system resources
which are needed for a service are labeled, like files etc.

Authorization decision on the basis of labeling is made in authorization engine and is defined as
separate engine from second level authorization engines. There should be a possibility for multiple
low leve authorization engines.

Next level policies are defined as policies that can be set by principa starting the service. If these
policies are not defined default node policies should be applied. These policies are meant mainly for
“external” service ports and service resources like file or memory region.

When starting a service the principal should define a policy who can access the service and who can
manage the service. While there can be many possible policy types and implementations the policy
type must have corresponding authorization engine available on the node which can provide
authorization decision.

Default policy for accessing the service portsis based on ACLs. Single ACL consists of various
groups and their privileges. Privileges are simple and defined as follows:

r read
W write

X execute

a append

Groups depend on principa in question and how the principa has organized his services. Needed
security services must be available on the node at advance; for example to do authentication and to get
validated entity attributes.

For example the service can be setup by principal which plans for this service two set of users. users
and managers. These two correspond to two groups with different privileges. Ports can be accessed for
example via CORBA over SSL; for this session the node has to be authenticated to the client and the
client to the node. Client credentials should have included suitable user’ s attributes and clearly defined
principal name. On the other hand the suitable credentials can be included or referenced in ANEP
packet and packet data origin is authenticated for every packet and users attributes validated on every
node passed.

Till now we have defined two sets of policies: low level related to the VES and services and general
policies which govern access to the components and/or ports. First separate services and VESin
between and second provide fine grain principa access to the components or interfaces that those
components offer. While this can be sufficient for an ordinary system for an network element which is
shared among alot of principals and act as an multi-user and multi task system thisis not enough.

Copyright @ 2000-2003 FAIN Consortium May 2003



Deliverable Title Page 76 of 84

We can easly imagine single user on the active node performing multiple tasks; privilege VE is clear
example of such an user. We don't want that the all user components have all the user privileges and it
is true that these privileges can be decided and thus the burden of decision shifted to the fine grain
policies. But mistakes of the adminigtrators are common and there is with only two level policies
always a danger that the ability of the components is misused. Therefore we propose that the ability of
the components is separated between the components that really need them. Modularity achieved by
component model is agreat help to this problem; we can assign the component unique system abilities
that support the principle of aleast privilege, so that the software that needs certain abilities gets them
to that extent which is needed to perform the designed and required tasks.

On the other hand separation principle that isintroduced by low level policies is quite often too hard;
we would like that in some controlled cases this low level policies can be overruled; obvious cases are
during the VE start up and service shutdown or termination. During those two processes for example
the processes are transitioned to new principa authority (and different VE and Serviceld) or services
and/or VES can be terminated; in this context we don't want that al VE components have default
ability to do these two operations.

For this reason we have defined component/principa capahilities that define their ability regarding
some special NodeOS operations. We can state some possible examples from NodeOS subcomponent

point of view:

management: boot_node, start_ve, start_service, terminate_service, terminate_ve,
create routing_table, create_template repository...

system: set_nodename, routing_table, neighbor_table, log, start_log

rfc: reserve resources, limit_resources...

- set_filter_rule, send_raw, send_filter...

security: create cred database, create policy database, create auth_engine,
security_service, low_policy, policy _database, audit, create_audit_channdl...
ASP

The list is not exclusive or mandatory in the moment; it tries to better understand the ability of
NodeOS components regarding performing their ordinary work. Nice examples can be the ability to
receive raw packets and Security area capability to process them. Another example is secure store
ability to store principal keying material and Crypto Engine capability to read it.

For the reasons stated the capability policies are separated in two parts: component ability to do
something which are expressed through required capabilities in the security context and component
capability to access something that has ability to do the task.

This “policies’ are mainly related to the operation of the node system and are not visible outside the
node. Such palicies help in genera way to improve the node safety.

There is an issue how to set up default policies on the fly. Default policies should be restrictive but
till usable.

There should be a very clear statement about who can set V E/service/component/port policies on the
node. The principa capabilities are related to the VE: at the moment the principal can delegate those
capabilities further to its sub VEs. So the capabilities are related to the relation between the parent VE
and VE. Low leve policies are dways defined by the system; the only exception is when a component
is transitioned under new VE or when the service is started under a VE. The default service policies
are set by the owner of the VE; those policies can be overwritten by the owner by the meta policies set
by owner, e.g. by definition of policies that are set by setPolicy interface of the component/service.

We have three levels of policies as described above. The low level polices are defined at the node start
up (but should be able to change them if desired). Changing per VE should be possible but includes
other parts of the system (labeling). Capabilities for the principal must be known at the time of the
principa creation. Each new component that is started up must be checked that the component
capabilities are equal or smaller than the principal capabilities. When the VE delegates the capabilities
further to a new VE the same procedure must be followed.
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The interfaces defined in the following table are related to class of dynamic policies; the exceptions
areinterfaces related to the principal capabilities.

Interfaces

setPolicy adds policy to the policy database

removePolicy remove policy from the policy database
changePolicy change the policy for a component

listPolicy list the specified policy

searchPolicy search policy by defined attribute

setCapability et the principa or component capabilities
listCapability ligt the principal or component capabilities
removeCapability remove the capability from the principa or component list
searchCapability search for a certain principal or component capability
Exceptions

noPolicy policy does not exist
policyExists policy aready defined
capabilityDoesNotExist no such capability
capabilityError could not set the capability
Structures

tPolicy policy
tCapability capability

Interfaces in detail
setPolicy

setPolicy sets policy for accessing the certain component port. The inputs for the interface are
policy type, policy and port. The relation of the policy and the component isimplicit but has to
be known. The port parameter can be a port type (if such exists, like monitor, manager €tc.) so
the same palicy is applied to the al component ports.

Among policies we count aso a capability ligt, eg. list of cagpabilities that the component which
wants to access this component has to posses.

The policy can be implicitly implied to a service as awhole including with port type note.

The cal returns the policyld, a pointer to apolicy. If the same policy is applied to many ports
with port type as parameter the policyld return is same for al ports.

removePolicy

Remove the specified policy. Removing the policy causes that the default policies are enforced.
The call takes asinput policyld.

changePolicy
Change policy is dependent on policy type. In worst case use removePolicy and setPolicy.

listPolicy
List aport policy and return its human readabl e representation.

sear chPolicy
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search for a specific policy in the policy database. Search parameters should be various, like
policylD, port, port type or various policy attributes.

Depends on type of policies defined...

Returns a list of policies together with ports and components...

setCapability
set the capability of the component. The capabilities are meaningful only to a processes or
threads. Either takes alist of capabilities or a single capability.
If we adopt centralized approach the call returns a capabilityld.
Cdll dso sets a capability list of aprincipd.

listCapability
List acapability list of a component

removeCapability
Remove certain component capability

sear chCapability
Search for a specific capability in component, service or on the node

Structures in detail
tPolicy
tPolicyType
policy type identifies the type of a policy (which sdlects the authorization engine),
tPolicyString
string that represents a policy

tCapability
Capability is represented as string.

tCapabilityList
List of capabilities of one component.

SBB Setting Principals Capability

This SBB assigns a capability list to a principal. matchParentCapability checks that the assigned
capabilities to a principa are possessed by its parent.

Pre-conditions

Principal is aready created on the node and basic pVE software is dready instdled. List of available
node capabilities exists and it iswell understood in the current node context.

Post-conditions
Principa holds certain number of capabilities in his capability list.
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Dependencies
SBB depends on the following SBBs:

add principa to credentials DB SBB,
start pVE,

Seguence Diagram

| :Management Entity I | :Security Manager I | :Policy Manager I

setCapability()

1
General authorization SBB
1

_E._"‘_-_

*matchParentCapability ()

=

A

*setCapability()

L
F o

SBB Set Component Capabilities

This SBB assigns a capability list to a component. matchPrincipa Capability matches available
principa capabilities.

Pre-conditions

Principa is aready created on the node and basic pVE software is dready instdled. List of available
node capabilities exists. Principal holds a certain capability list.

Post-conditions

Component is running with certain capabilities.
Dependencies
Many.

Sequence Diagram

Copyright @ 2000-2003 FAIN Consortium May 2003



Deliverable Title Page 80 of 88

| :Management Entity I | :Security Manager I | :Policy Manager I

setCapability ()

1
General authorization SBB

1

1

_IE.)L__

*matchParentCapability ()}

e

A

*setCapability()

.
=

A

SBB Removing Component Capability
This SBB removes a capability from the component capability list.
Pre-conditions

Principal is aready created on the node and basic pVE software is aready instdled. List of available
node capabilities exigts. Principal holds a certain capability list. Principal component holds alist of
certain capabilities.

Post-conditions

Component capability list is reduced.

Dependencies

SBB depends on following SBBs:

setting a principa capability SBB,
setting a component capability SBB.

Sequence Diagram

| :Management Entity I | :Security Manager I | :Policy Manager I

removeCapability()

1
General authorization SBB
1

*removeCapability ()

A

___-'_--E._"'____

|
1
1
>
1
1
|

SBB Removing Principal Capability
This SBB removes a cgpability form the principa capability list.
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Pre-conditions

Principal is aready created on the node and basic pVE software is dready installed. List of available
node capabilities exigts. Principa holds a certain capability list. Principal components hold aligt of
certain capabilities.

Post-conditions

Principal capability list is reduced.

Dependencies

SBB depends on the following SBBs:
setting a principal capabilities SBB,
removing component capability SBB,
genera authorization decision SBB,

Sequence Diagram

:N[a'nag.ment. Enl‘.it.x :Semrrit.x Manag&r :T-'nlit:x Manager

removeCapability()

=

|
i
Ganeral Authorization SBE
|
|

[
*ramovaCapability () |
i

=

searchCapability ()

l'L;;'I'

e e e e e e

I
for all owned components

[:E:| #Aemoving Component Cap
I

1 =removeCapabllity{}

A

SBB Add Component Policy
This SBB adds a component policy to a policy database.
Pre-conditions

Component should be aready initialized. Component Id and the ports Ids should be known
(management ports, control ports and in/output ports). Interconnection with other components should
be defined.

Post-conditions

One of the component policiesis defined.

Dependencies

SBB depends on exact definition and marking of the component ports and identification of the
components on the node.
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Seguence Diagram

| :Management Entity I | :Security Manager I | :Policy Manager I

setPolicy ()

1
General Authorization SBB

*setPolicy()

A

___.'__-E._"___

1S, S—

Figure 25: Adding a policy to a component
SBB Removing Component Policy
This SBB removes a component policy from a policy database.
Pre-conditions
Component should exist and the policy must be defined.
Post-conditions

One of the component policiesis removed.

Dependencies

SBB depends on exact definition and marking of the component ports and identification of the
components on the node.

Seguence Diagram

| :Management Entity I | :Security Manager I | :Policy Manager I

1
removePolicy () ;
1

1
General Authorization SBB

>

s ___E._f___

I
I
1
I
I
I
I
I
I
I
I
I
I
€
I

1
1
1
*removePolicy () |
]
1
1

Naming Issues

Naming issues. internal and external. For example naming issues are essential to be able to define a
policy for example for a port etc. Internal and externa naming can be mixed? Mapping between both?
For example how the management will define policies for the service that we will map internally?

Internal names

names of components,
names of ports,
components interfaces (define NodeOS interfaces) to be able to correlate with capabilities
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External names

names of nodes,
names of principals,
names of services,

Authorization Engine

“isrespongble for making a decision whether a given user request to execute specific action or to
access/manipulate particular object within an active node is authorized or not. Authorization engine
provides this Service" to al enforcement engines in an active node.”

There are there general types of policies as defined in Policy Manager section. Aswe planned in D4[],
there can be several authorization engines on the node. In general case there are at least three engines
which corresponds to described three types of policies.

Low level policies are default restrictive policies. Capabilities granted to the components are
permissive policies. Service or components policies are principa defined policies which are
permissive in the context of default restrictive policies (VE, service). In the context of authorization

engines these three engines are stacked on the top of each other. This processis further explained in
the security manager section.

On the other hand for service or components policies the policies are described by policy type which
defines which authorization engine will be used.

SBB Low Level Engine

Authorization engine in this context decides whether the component accessing other component
belongs to the same VE and service.

Pre-conditions

Basic components of the node are setup and run in the context of the pVE. If acomponent belongsto a
certain VE its principa has to be defined. Components are aready created and properly labeled or
transitioned.

Post-conditions

Low level authorization engine provides low level engine decision.
Dependencies
Depends on the following SBB:

get security context by SID SBB,
create security context SBB,
Labeling decision SBB.
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Activity Diagram

*®

I
¥
VEId sub.
Serviceld sub.
—VEId ob}.
Serviceld obj.
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( Low level Engine )
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| Low level Engine decision |
I
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Seguence Diagram

| :Security Manager I | :Authorization Engine I :Low level policy engine I
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SBB Capabilities

Authorization engine in this case decides if the certain component has the capability needed to access
component or component port (interface).

Pre-conditions

Basic components of the node are setup and run in the context of the pVE. If acomponent belongsto a
certain VE the principal capabilities has to be known. Principa has to determine which capabilities the
component has. Components capabilities are set during the component start up.

Post-conditions

Access to certain component or component port is granted.
Dependencies
SBB depends on the following SBBs:.

get security context by SID SBB,
create security context SBB,
set component capabilities,
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Capability Engine SBB

®

| Subj. Component Capabilities |
| Obj. Comonent Capability Policy |
T

Capability Engine

¥
| Capability Engine decision |
T

®

Sequence Diagram

| Becurity Manager l sAuthorization Engine I Capability l:llxinnl
l!—l-l ==IJ T —

schackCapability()

e

sauthorizai{sid, sid, envirermant)
all

I
sauthorizel{aid,aid, anviconment )

&

=getCapabilityFolicy()

sgetlomponentCapabilivy (]

A +*matchCapabilities()

_"T"_I""."T_I".'TJ

Figure 29: A process of providing a capability engine decison
SBB Policy

Authorization engine in this case decides the certain component has access to a component or a
component port (interface) regarding to the policy set (bind) to a component or component port.
Though we said in D4 [6] that the Security Manager collects relevant policies to the call, these policies
are usually defined at the service start up. Call check policy only evaluates if the policy exists for the
context of the call (component or port policy) and then invokes authorization engine.

Pre-conditions

Basic components of the node are setup and run in the context of the pVE. If the component belongs to
aVE, the VE has to be started and the principa has to be known on the node. The principd is
responsible for setting the policies for the components or component ports. Such policies are used to
fain grain control the access to the component ports. If there is no policy the access to the component
port is decided based on the low level policy (VE and Serviceld)

Post-conditions

Access to certain component or component port based on the defined policy is granted or denied.
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Dependencies
None.

Activity Diagram

Sequence Diagram

*

¥

Principal credentials
[ Component Policy

1
1
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Connection Manager
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I
L
]

Connection Manager is used to manage secure associations with neighbor active nodes. Associations
can be configured manually or their configuration can be supported by automatic management and by
triggering a key exchange protocol with neighboring active node.

There are two set of interfaces: firdt, that can be set by a management means to establish SA between
two nodes and second that can trigger automatic key exchange protocol between two nodes.

Interfaces

initSA initidize SA data

storeSA store SA data in persistent storage on the node
deleteSA delete SA data on the node

StopSA stop active SA

startSA activate SA

litActiveSA list the current active SAs
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listStoppedSA list stopped SAs

updateSeq update sequences on peer nodes
changeSA change the active SA for peer connection
exchangeSA dynamically exchange and setup SA data
Exceptions

updateSeqError error in updating sequences
changeSAError error in refreshing keys
exchangeSAError exchange protocol failed
Structures

tSAData sending or receiving Side SA data

Interface in detail

initSA
Initialize Security Associacion data object from tSAData. SA datais separated for recelving side
and sending side. The reason for thisis, that it is not necessary that the links between two peer
nodes are dways bidirectional (over same path) or that are indeed bidirectiond. If the tSAData

is transferred over the network the integrity and confidentidity of the data has to be provided.
The data can access only Connection Manager or authenticated and authorized user.

storeSA
Store tSAdata to persistent storage on the node. Persistent storage should be afile or a database.

deleteSA
Delete tSAdata from the persistent storage.

StopSA

Stop the active SA. Datain the SA cannot be anymore used to validate the integrity property of
the active packets received over peer connection.

startSA
Activates the initialized SA.

listActiveSA
Lists current active SAs.

listStoppedSA
List stopped SAs.

updateSeq

Updates sequence to the specified sequence value. Used in the cases when peer nodes have
crashed and latest sequence number cannot be restored from the persistent storage. Interface
function has two possible arguments, one that actually update the sequencein SA and the other
that triggers a sequence update protocol with a peer node. Integrity of the exchanged data and
data origin authentication must be addressed for the update.

refreshKey
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Refreshes the symmetric key of the SA. Refreshing the key can be triggered because of the
various reasons: policy can be set on validity of the key, because of the amount of traffic already
transferred over the SA or any other reason. Interface function has two possible arguments, one
that actually refresh the key with given value and one that triggers the refreshK ey protocol with
a peer node. Integrity of the data, data origin authentication and confidentiality of the key hasto
be addressed during the key refresh.

exchangeSA
Triggers key exchange protocol with the peer node...

Structures in detail
Secure Association data is defined with following parameters:
tSAData
send/receive identifier
| dentifies that the SA is sending or receiving SA,
node identifier
Node identifier that uniquely identifies the peer node,
SA identifier
Identifier of the SA with the peer node, is unique identifier of the SA on the node,
disregard node identifier,
symmetric key
Symmetric key used for building keyed hash,
algorithm
Algorithm used for keyed hash,
last sequence number
Highest sequence numbers of the packet received or send,
key start valid time
The time when the key becomes valid,
key end valid time
The time when the key is not valid any more,
status
Status of the SA that are active or that stopped.

Send/receive identifier reduces the number of exported interfaces. Node identifier uniquely identifies
peer node. Planned identifier is cryptographic hash of the length 128 bits of the node private key. This
identifier is used in protocols that update sequence, refresh key or trigger key exchange. It enables that
multiple SAs are defined between peer nodes but only one of the SA can be active at the time. The
length of the symmetric key depends on agorithm used; planned supported agorithms are either
HMAC [7] or SHA-1[8].
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Protocols description

The idea here is as follows: define simple sequence diagram for the protocol and the messages
exchange. Define the logic of the protocol implementation in LTL and convert it to code which
defines protocol state machine. Implement the protocol as the set of protocol logic and protocol
objects. define smple LTL rulesfor the set of concurrently running protocols and combine them in
simple protocol group logic which controls al the protocols that are part of the protocol group.

The protocol group used to manage SA(S) datais defined as group of protocols working on common
data set or task in this case on keeping the hop-by-hop integrity working in any Stuation. Planned
protocols are:

Updating sequences

In some situations the node can lost the last sequence number for receiving the hop-by-hop protected
packets for example in the case of node crash. In this case the node can request from the peer node(s)
the last highest sequence number. To be able to do that the information about previous active SA(S)
has to be available on the node or provided in other means. The updating sequence has two steps, a
request and response:

A= B: A SA,C Hi(A,S5A,0) (1)
A+ B: B SA C, Seq Hy(B,SA,C,Seq) (2)

A and B are nodes identifiers, SA is SA identifier, C is challenger cookie and Seq is corresponding
highest sequence for particular SA of the node B. The communication is integrity protected by keyed
hash Hy, where k is current active SA key. In exchange there is also protocol dependent identifier
included in the exchange but not shown in the steps of the exchange.

SA change

SA change enables two nodes to change the current active SA. SA hasto be initiated before and set to
stopped state.

Key exchange

Key exchange is based on Diffie-Hellman key exchange. The protocol is similar to Station to Station
protocol [] asit uses public key cryptography for entity authentication and provides mutual explicit
key authentication. Protocol is defined in three steps:

A= B: A o"modp, S4(A, a"modp) (1)
A+~ B: B o'oedp, Hy (o, a¥), Spl B, c*nedp, Hi(a®, o)) {2)
A= B: A Hyla™, o), S4( A, Hyla™, a")) (3)

A and B are nodes identifiers of the nodes exchanging keys, S, is asignature of data send by node A,
H(a*aY) is keyed hash of concatenation of a*and a¥ and k is shared secret key k = (a¥)*modp. y
and x are random secrets selected by A and B and p and a are published in advance. The protocol has
some overhead regarding original protocol but it reuses the general protection mechanisms as defined
in FAIN framework (authentication with digital signatures). Hy(a*a¥) provides key confirmation
property. In red protocol some additional datais also signed like protocol dependent identifier.

Key exchange corresponds to exchangeSA. For now only the key is negotiated and other tSAData
values have to be predefined in the node policy like the validity of the Key.
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SBB Management Based Exchange

The SBB can be done asis presented on the sequence diagram. In thisway tSAData is brought to the
node, initialized and SA started. For the usable SBB actually two structures have to be initialized and
started on each node (send and receive). Procedure has to be repeated for every pair of direct peersthat
communicate. For the data that is exchanged between nodes and the management station user
triggering the action has to be authenticated on the node (actually his connection if done over SSL)

and integrity and confidentidity of the data send is also issue.

Pre-conditions
The pVE has to be started including with loaded basic services.
Post-conditions

The needed SA dataisinitialized and available to Integrity Engine which can start to accept or send
active packets.

Dependencies
None.

Seguence Diagram
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SBB Management Triggers Exchange

Management station triggers echangeSA protocol between the managed node and its peer. Procedure
should be repeated for every managed node peer node. Management entity has to be authenticated on
the node and its actions authorized.

Pre-conditions

The pVE has to be started including with loaded basic services. Thisincludes nodes vaid key pair and
existence of the public key certificate.

Post-conditions

The needed SA dataisinitialized and available to Integrity Engine which can start to accept or send
active packets.

Dependencies
None.

Seguence Diagram
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:Management Entity I |:Node A | | :Node B |
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SBB Automatic Discovery and Exchange

SBB istriggered during the boot procedure of the node (or at the start up of the pVE) asis shown in
sequence diagram. The node starts peer neighbor search protocol and triggers with discovered
neighbors exchangeSA protocol.

Pre-conditions

The pVE has to be started including with loaded basic services. This includes nodes vaid key pair and
existence of the public key certificate.

Post-conditions

The needed SA dataisinitialized and available to Integrity Engine which can start to accept or send
active packets. Post-condition is valid for al found directly connected peer neighbors.

Dependencies
None.

Sequence Diagram

| MNodde l | Meighbor Discovery I | :ExchangeS A I
T - T

l |
Neighbor Discovery Pratocsl

exchangeda(}

L 3

i

SBB Tearing Down SA

The last SBB for the Connection Manager is related to the ANN operation and plans the tear down of
the active SA. SBB should show that the tear down of the SA will prevent the flow of active packets
between two peer nodes. Bonus should be if it can show that the SA can be listed and activated again.

Pre-conditions
Active node should be fully operational and the ANEP packet flow should flow through the node.

Post-conditions

All active packets coming from peer node to the managed node should be dropped. If SBB is
extended, SA can be activated and active packets should be enabled to flow through the node.
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Dependencies
None.

Sequence Diagram
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5 GENERIC APPLICATION SCENARIOS

The generic application scenarios are composed of sequentially interconnected SBBs. The intention of
using generic application scenarios is to have the functional concepts of FAIN reflected in an intuitive
and enfolding manner. The generic application scenarios are therefore situated in cases that arein their
requirements and demands close to redlity. They are nevertheless not making any assumptions on
ascertained entities as it premises.

The generic application scenarios defined in FAIN are:
DiffServ Scenario
WebTV Scenario
Web Service Digtribution Scenario
Video on Demand Scenario
Mobile FAIN Demonstrator Scenario
Managed Access Scenario
Security Scenario

5.1 DiffServ Scenario

In the Diff Serv application scenario, a service provider (SP-1) tries to make a priority transmission
network by renting network resources from an operator (ANSP). The SP-1 makes a contract to rent
three levels for the priority transmission with the ANSP. If one assumes that those three levels are
DSCP-1 (Differentiated Service Code Point-1), DSCP-32 and DSCP-224. The SP-1 connects abranch
office-A and a head office through HANN-1 (Hybrid Active Network Node) and HANN-2 as shown
inthe Figure 5-1. In addition, it connects a branch office-B and the head office through the HANN-2.
Then SP-1 assigns the DSCP-1 and the DSCP-224 transmission qualities between the branch office, A
and the head office. In addition, it assigns the DSCP-32 transmission quaity between the branch
office-B and the head office. Initidly, the user, A in the branch office, sends video datato auser, Cin
the head office, through the network with a DSCP-1 transmission quality. Then user B, in the branch
office, sends “jamming” traffic to another user C with atransmission quality of DSCP-32. The priority
of the DSCP-32 is higher than that of the DSCP-1. If the amount of video data and jam traffic is above
the output bandwidth of the network node (HANN-2), the video data transmission will be impaired,
since the priority of the video is less than that of the jam traffic. Then user A changes the priority of
the video data from the DSCP-1 to DSCP-224 by an active packet (a SNAP program). The active
packet is sent from user C to the user A. The authenticity and authority of the active packet is checked
at each HANN. After changing the priority of the video data, it will no longer be impaired.

Branch Office-A(User-A) Head Office(User-C)

HANN-1

Video
Client

HANN -2
(1)Video Send

Active Proxy Active Proxy Linux

E
=

Video
Server <

»| Active Jam Traffic

v ]]
>
GR2000 GR2000 .
Lad
\—/ Jam Traffic
(3)AP Send| Reciver
-:l [V T] :Vvideo Packet

(2)Jam Traffic Send : Active Packet
-:l : Jam Packet

Jam Traffic

Sender

Branch Office-B(User-B)

Figure 5-1: DiffServ Demonstration Scenario
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Step-by-step Description

The DiffServ demonstration with GR2000 will be shown as follows:

The privileged VE ingtantiates the basic service components. (VE function)

The privileged VE creates anew VE creation with an allocation of resources. (VE function)
The RCF alocates some bandwidth and the DSCP codes to the new VE. (RCF function)

A jam traffic sender starts to send traffic and checks the alocated bandwidth.

The jam traffic sender stops sending jam traffic.

A video sender starts sending video data.

N o g s~ w DN

The jam traffic sender starts to send jam traffic again which intentionally creates network
congestion.

The monitoring components detect packet discards at an active network node. (Monitor function)

The SNAP-EE injects an active packet; thisis then signed, sealed and encapsulated as an ANEP
packet. (SNAP/SEC function)

10. The component intercepts the ANEP packet and retransmits it to a Security component. (function)

11. The Security component checks the integrity of the ANEP packet, authenticates the data origin
and sending principal, builds a security context of the packet and returns a verdict. (SEC function)

12. The accepts or discards the ANEP packet depending on the verdict. (function)
13. The retransmits the ANEP packet to the SNAP-EE. (function)

14. The SNAP-EE gets the GR2000 router’ s configuration and makes a request to the Diff Serv
Controller. (SNAP function)

15. Request is authorized by the SEC (SEC function).

16. The DiffServ Controller configures the GR2000 by setting a DSCP code. (RCF function)
17. The video and jam data pass through the GR2000 with their assigned DSCP codes.

18. The SNAP-EE sends a new SNAP-ANEP packet to the component. (SNAP function)
19. The sends the SNAP-ANEP packet to the Security component. (function)

20. The Security component inserts the necessary security information to the ANEP header of the
SNAP and returns it to. (SEC function)

21. The component sends the SNAP-ANEP packet to the next active node. (function)
At the next active node, the procedures from 10 to 21 are repeated.
The DiffServ demonstration with Linux-based router will be shown as follows:

22. A jam traffic sender startsto send jam traffics at the Linux based router and congestion is
occurred.

23. Steps 8 to 13 same as above.

24. The SNAP-EE request to VE Manager the creation of a Traffic Class, which will create aDSCP to
bandwidth mapping. (SNAP function)

25. The VE Manager requests the creation to the Traffic Manager. (VEM function)
26. The Traffic Manager creates the Traffic Class. (RCF function)

27. The Traffic Class configures the Linux TC (Traffic Controller) in order to create the mapping.
(RCF function)
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5.2 WebTV

An SP wants to offer its customers (end-users) aWebTV service (cf. Figure 5-2). We cal this SP,
WebTV-SP and it broadcasts a video program in the Internet that end-users are able to watch,
irrespective of their terminal capabilities. The WebTV-SP requests from the ANSP to set up an Active
Virtua Private Network (AVPN) wherein he can deploy services that may be customized to meet
customer requirements. Customers then subscribe to this WebTV service by directly contacting the
WebTV-SP server. In this context, one of its customers uses atermind that is not capable of
displaying correctly the video stream of the WebTV content. For instance, this particular customer
may use a handheld device with low processing power and alow access bandwidth. In this case, the
WebTV-SP can individually select and process the video stream destined to his customer by deploying
an audio/video transcoder in the network so that the video stream received by the handheld deviceis
of the same format. As aresult of an SLA agreed between the ANSP and the SP, policies are sent to
the ANSP MI. Consequently, the ANSP PBNM receives a QoS policy and enforces it on both the
NMS and in al appropriated EMS. This results in invoking the active node management framework to
create anew Virtua Environment (VE) for the WebTV-SP. If the VE creation is done successfully,
then the ANSP PBNM enforces a delegation policy through the NMS and in al appropriated EMS.
This enforcement consequently requests the active node management system to activate the newly
created VE. The ANSP then creates a Management Instance (M) in al the appropriate EM S stations
for this WebTV-SP and assigns the access rights to the active nodes interfaces. The WebTV-SPis now
ready to configure his AVPN by sending policies that are customer specific. The SP aso instalsthe
transcoder and duplicator service components. In addition, the SP deploys service-specific policiesin
the WebTV-SP PDP of its MI. In this way the SP can define its own service-specific policies that will
be enforced in the active node. Findly, the monitoring system is used for the reconfiguration of the
transcoder at runtime, when for instance the access bandwidth changes dramatically and the end-user
needs a different transcoding format on the video stream.

EMS

L

Ml
(WebTV -SP)

a Transcoder Ml
WebTV -SP Policies (ANSP)
I AVPN
Policy
Service Repository |
% Active Node
VE VE Video %’eam
(WebTV -SP) (ANSP) 'AVPN (WebTV -SP)
H ~ HEERn

WebTV Client

Figure5-2: Web TV Scenario

Step-by-step description

1. WebTV-SP makes transcoder and duplicator available in the network. And aso PDP/PEP.
Which has been implemented using the same methodology followed to implement the ANSP
management system?

WebTV-SP broadcasts a concert (Celtic music)

End-user connects to the concert portal (web page)

A SIP negotiation occurs between end-user and portal

The portal triggers the deployment of the Transcoder and the duplicator by contacting the
ANSP-MS and giving it the parameters of the end-user (e.g. which video format it expects)
ANSP-MS receives a QoS policy enforced on both the NMS and the EMS

aVAN is created for the WebTV-SP and for this particular service.

as~hwWN

N o
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8. ANSP creates a Management Instance (MI) in the management station the demo topology

9. After VAN isadready activated ANSP-MS contacts Net ASP for deployment of the transcoder
and the duplicator services.

10. Policies of WebTV-SP are sent and enforced in the appropriated EM S(the one who manage
the active node where the Transcoder has been deployed): this results in the deployment of
WebTV-SP PDP/PEP and afterwards the configuration of the service components

11. Atthispoint it is possible to see the transcoded video at end-user sites

Extension:
A second Customer wants to be subscribed (C2)

12. SP contacts with ANSP-MS to trigger the deployment of a second Transcoder, but using the
same VAN, if it is possible (if not the current VAN will be extended).

13. ANSP-MS contacts with Net-ASP to retrieve the topology requirements associated to this new
service.

14. ANSP-MS generates appropriated policies (QoS and Delegation) and it enforces them into the
NMS.

15. RM detects that VAN needs to be extended adding a new branch.

16. NMS send the appropriated QoS and Delegation policies to the appropriated EM S to modify
current VE resource profiles and create/activate the VE required.

17. After VAN have been extended ANSP-MS contacts Net ASP for deployment of the second
Transcoder Service.

18. Policies of WebTV-SP are sent and enforced in the appropriated EMS: This result in the
deployment of the WebTV-SP PDP/PEP, monitoring probe if it is required and the
configuration of the service component.

19. At thispoint it is possible to see the transcoded video at second end-user site.

Architecture/Setup
Topology:

h263
mpeg | Transcoder Customer 1

SP Duplicator —
mpeg ]

Customer 2

mpeg

The transcoder and the controller components are deployed via the ASP mechanism when requested
inthe SP'sVE. In the fina demongtrator, it will be triggered by the SIP proxy when the SIP request
from the client (wishing to watch the WebTV) will be processed by the SIP proxy (see doc on GS1 for
more details).

As aconsequence of creating a VAN for this particular SP, a management instance is created and
configured; there is one M1 at network level and also one at element level. At the beginning only the
PDP Manager will be instantiated inside each MI, after an incoming request is forwarded to this M,
the PDP Manager should decide to trigger the deployment of the speciaized functional domain
contacting with the ASP to deploy SP PDP into the EMS, and SP PEP into the SP-VE.

At bootstrap of this SP PDP a set of darms/event should configured by means of policies, which will
configure the monitoring system to receive those events/alarms from transcoder controller. These
policies should have the next form
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Policy #1
IF
Packet Loss
LOWER THAN
20%
THEN
REMOVE VIDEO

Policy #2
IF

Packet Loss

LOWER THAN

10%

AND

CLIENT WMTH_REMOVED_ VIDEO == TRUE
THEN

RE-ADD VIDEO

The incoming request to the M1 can be sent when the deployment of the transcoder is requested: the
PDP/PEP and Transcoder/Controller are very close so we can imagine to deploy both at the sametime.

The deployment request is sent by the SP (SIP Proxy) to the ASP-NMS Coordinator.
The latter can trigger the deployment of the SP's PDP/PEP at the same time.

Re-configuration of the transcoder

Up to now, one instance of the controller monitors the RTCP sessions (one for the Audio stream, one
for the Video Stream) for one client.

Therefore there are as many controller instances as clients. A controller instanceis created when anew
client is added to the transcoder.

Upon instantiation the controller takes a list of thresholds as parameters. These thresholds represent
the percentage of packets lost for the session. It is then possible to define severd levels of QoS. In our
example, there are only 2 levels, corresponding to the 2 actions. remove Video or re-add Video.

Up to now, the only re-configuration thet is possible for one client is:

To stop sending the video stream when the quality of the link is bad (for instance if the access
networks is overloaded).

To re-start sending the Video stream when the quality of the link is good again.

How the controller works

Firgt, the transcoder is deployed and instantiated in an active node. When started, the transcoder opens
2 RTP sessions (one for Audio, one for Video) with the WebTV Emitter and does no transcoding
(because there is no client yet).
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Then the transcoder is configured to transcode the WebTV Emitter formats to the client format for this
given client (Audio format, Video format, IP Address, IP Port, Size of the video).

When the client is added, an instance of the Controller is created. Thisinstance isin charge of
monitoring the RTP sessions between this client and the transcoder.

All monitoring information is carried within the RTCP (Real- Time Control Protocol) protocol that is
associated with the RTP Protocol (RTP for the data themselves, RTCP for the contral).

The RTCP ports are calculated automatically like this (add 1 to the RTP ports):
Video RTCP Port = Video RTP Port + 1
Audio RTCP Port = Audio RTP Port + 1

When this controller instance is created, it will receive the monitoring information sent by the client
by listening on the RTCP ports.

To monitor the link, the number of packets logt is taken into account.

Based on the total number of packets received and the number of packets lost, a percentage of packets
lost is calculated.

As seen in the previous section, when the instance has been created, parameters have been passed as
arguments. These parameters help to determine at which level of QoS is associated the percentage of
packets lost.

I nterface controller — probe

After gathering the service configuration policies, the PDP accesses the monitoring system hosted in
the ANSP management instance in order to register itsinterest in receiving the appropriate RTP events
(delegation of functionality). The monitoring system uses the information contained in the associated
filtersto configure the data acquisition layer. As a consequence, the monitoring system will request

the deployment of a probe in the target EE. The ASP is responsible for ingtalling and connecting the
probe with the transcoder controller. Appropriate access rights should have been set up (delegation of
access rights).

Additionally, the monitoring system adjusts the threshold level for the packet-loss variable through the
monitoring facet exposed by the controller. Such behavior makes it feasible a fine-grain control of the
quality levels offered to the customers.

Findly, when the percentage of packets lost reach a threshold, then an event will be sent to the SP
PDP:

The interface may look like:
module Events {
/I Exception definitions
exception EventNotSupported {
I3
/I Low-level event definitions
valuetype Event {
%
valuetype RTPEvent: Event {
public controller::ClientParameters parameters;
public unsigned short level;
%

/I Interface definitions
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interface i_Probe {
void notifyEvent(in Event event) raises EventNotSupported,;

Here level represents the level of packet loss. A level of O meansthat no packets are lost and alevel of
1 means that the percentage of packetslost is greater than the threshold defined in the policy.

Such information will be packed in a CORBA structured event and subsequently delivered to the
notification channel so that it can be distributed among the interested entities.

The resulting interface is generic enough for being used in different monitoring scenarios while at the
same time it provides the necessary flexibility to define awide variety of event structures to be sent to
the probe.

I nterface SP PDP - SP PEP

When PDP makes a decision about a policy it should pass this decision to the PEP. This one will bein
charge of process the request.

That' s the interface offered by the PEP:

module org{
moduleist_fain {
module apbm {
struct t_Parameter {
string name;
any value;
b
typedef sequence <t_Parameter> t_ParameterList;
struct t_request {
string command;
t ParameterList parameterList;
b
module pep {
interface i_pep {
oneway void decision (in t_request request);
b
}i/lpep
}:/lapbm
}ligt_fain
}:/lorg
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When the PEP receives arequest, it checks the action and executesit. The PEP should maintain atable
with all controller//client references. How does the PEP should update this table? Does the Transcoder
should update this table adding a new row when a new client is added? Or, does the PEP should check

each Controller instance to know which Client is monitoring by looking up Client Property associated

to each Controller instance.

The transcoder already maintains a table of clients (a transcoder instance managesits list of clients
added but it doesn’'t know the clients of other transcoder instances) and it aready checksif the video
stream was off before re-adding it or was on before removing it.

I nterface SP PEP — controller

When receiving a command from the PDP, the PEP must enforce this policy. It will result to an
invocation to the controller interface.

The interface may be:

module orgf

moduleist_fain {

module services {

module controller {

struct ClientParameters {

string IpAddress,
boolean video;
string videoFormat,;

short videoPort;
dtring videoSize;

boolean audio;
string audioFormat;

short audioPort;

boolean removeVideo (ClientParameters thisClient)
/l return true if OK
boolean addVideo (ClientParameters thisClient)
Il return true if OK
void setPacketl ossPercentage(ClientParameters thisClient, short percentage)
/I sets the threshold above which the packet lost percentage is considered too high
}
} /] services
} Il ig-fan
} I/ org
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When the controller instance receives an action to process from the SP PEP, it will reconfigure the
transcoder for this given client (remove or re-add Video), i.e. the client given as a parameter.

5.3 Web Service Distribution Scenario

For the full and extensive documentation of the Web Service Distribution Scenario please refer to [9].

In the Web Service Digtribution Scenario, Web (HTTP) traffic is distributed within the network
among severa distributed serversin order to provide reiability, performance and scalability for web
services.™

Motivation

Web technology has been the single most important technology responsible for the explosive growth
of the Internet. It is not only the uniform technology that accommodates Internet surfing by end users,
but it is aswell mission critical for business gpplications both between and within enterprises. In this
context, a number of requirements need to be addressed:

To accommodate increasing numbers of customers,

To provide scdable, reliable and efficient web services,

To be able to quickly add new services and modify existing services,

- To reduce end-to-end traffic and server load.

To meet this diversity of requirements coming from customers and service providers we propose to
design and implement an environment for web services based on Active Networks. In order to present
our ideas, we firdt revisit the state of the art in web technology. Web technology (e.g., HTTP, HTML)
has been developed ariginally as a pure client-/server architecture, where End Users are connected
with the Web Service Provider site via an application-unaware | P network. Usually, such an IP
network is composed of an access network for both the End User and the Web Service Provider site
and an IP core network (Figure 5-3).

End User Service Provider
IP Access Network IP Core Network IP Access Network

WebService Provider

Figure 5-3: Physical Network Architecture of Web Services.

1 Theterm , Web Service* is often also used to refer to approaches for describing, finding and invoking objects
and their services with web-based languages and protocols, e.g. Microsoft’ s.NET. We use the term “Web
Service” to refer to an application service which is offered to anend-user, asit has been invented in[10].
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This simple approach, where the ,,intelligence”mainly is located in the Client and the Server, was one
of the main reasons for the enormous success of the internet. However, it is aso well-known that over
the public internet, this pure client-/server model on top of a“dumb” IP network has shown to lack
important characteristics, which are required for today’ s and future Internet applications. These
include reliability, performance and scalability as well as the possibility to take network internal
conditions (e.g. the available bandwidth for a particular end-user) into account.

In order to overcome these deficiencies, the network infrastructures have already been extended in
various ways. Some solutions which have been proposed and deployed in response to the growing
demands of existing and new applications are: (see also Figure 5-4)

Web caching [11], where static content is stored within caches within the network to reduce
the response time for subsequent requests.

load baancing/layer 7 switching [12], where requests are distributed to several serversin a
server farm. To clients, this server farm appears as one “virtual web server”, which is
reachable by one IP address, which in redlity is served by multiple servers.

content distribution networks [13], [14], where large volume content such as images or videos
is pushed onto dedicated content distribution servers, which are distributed world-wide. These
servers al have an own IP address and DNS name, and the traffic is redirected based on
features included in the HTTP protocol .

End User Service Provider
IP Access Network IP Core Network ‘

Content
Distri.
Server

Content Distribution Networks

Figure 5-4: Web caches, content distribution serversand load distribution servers

However, these can only be considered as ad-hoc solutions to specific problems. For instance, caches
only deal with static content. Important features of today’ s web services, such as e.g. the observation
of page hits of a particular page by the service provider or athird party, can still only be implemented
by relying on centralized servers. We therefore believe that also today’ s web services aready can
benefit from an architectura framework that can support an easy, rapid, and uniform way of
deployment of new solutions that need “intelligence” within the network.
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In addition, more network services are requested by customers and designed by service creators which
clearly show that there is a demand for extensibility and flexibility on the |SPs and operator’s
infrastructure. [15] gives some examples of web-services which would clearly benefit from such a
mechanism. A good example is a personalized stock quote service. Stock quotes are frequently
changing data which can hardly be cached. If in addition a service for distributing stock quotes should
be persondized (e.g. with respect to the portfolio of a certain user), it becomes inevitable that with
current approaches a high network- and computing load is generated on a centralized server. A
distributed architecture would permit personalization and information distribution within the network,
being clearly more scaable.

Architecture

The basic idea of our active web service infrastructure is to exploit the capabilities of activenessin the
following two ways.

On the one hand, so called “service nodes’ within the network is implemented using AN

technology. These service nodes are “ Active Web Servers’, which can be programmed by the
web service provider. They provide for instance persistent storage in order to allow the service
provider to store content locally and an environment to execute web service logic (e.g.

JavaBeans). The service provider downloads content and service logic onto them and by this
way can implement features such as content distribution and personalization, aggregation of
user replies or fast response times.

On the other hand, so called “redirection nodes’ are aso implemented using AN technology.
They provide features which alow filtering out HTTP traffic, to build service sessions (i.e. to
ded with per-user state) and to forward the traffic of a particular session to a service node.
Onto this nodes, code is downloaded which observes the network load, observes the load and
availability of servers and based on this information determines a strategy for redirecting the

traffic to the service node which is most suitable for a given web service/user.

Of course, both kinds of functionality may be combined within one physica node, and there may also
be nodes which provide afunctionality which is a mixture of both. However, we usualy expect them
to be separate, both physicaly and logically. On the one hand, programming a network (e.g. load
balancing agorithms, routing algorithms) requires different skills than programming web services and
hence will be carried out by different actors. Second, both kinds of nodes will usualy be implemented
with different design objectives. While redirection nodes will be some kinds of routers with an
emphasis on network throughput, service nodes will require at least some part of functionaity of web
servers (i.e. huge computing power, persistent storage).

Also note that both kinds of activeness are complementary and can be implemented independently:
The redirection of traffic by redirections can aso be beneficia if a distributed set of web serversis
implemented and operated completely independent of AN technology. Vice versa, a distributed, AN-
based implementation of aweb service infrastructure can also be used with conventional techniques
for load balancing. In the sequel, we call any web service which is implemented using some kind of
activeness an “Active Web Service”.
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End User Service Provider
IP Access Network IP Core Network IP Access Network
% Service|
te
End User
Mobile Redirect
% Network Redirect Node
Node

End User

j&\ Network Redir
End User Service k_‘/ \,-/ Node
Telephone Node
% Network

Service |—{ Service
End User Node Node Service

% Node
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Figure 5-5: Service nodes and redirect serversimplement active web services

The overall scenario is depicted in [9]. Both redirection nodes and service nodes will be usualy
physically located within the access network of the end user, the access network of the web service
provider, or connected via a separated access network. For this reason, we may also cal both of them
“Active Web Gateways’. Note that we assume that the core network is non-active and only provides
basic IP connectivity.

One design godl is that the overall setting is fully transparent to the end user, i.e., the end user uses the
web service via an ordinary web browser, using standard protocols such as IP or HTTP. This
assumption takes into account that updating several hundreds of millions of web clientsis not only
infeasible, but aso unnecessary.

To sum up, the proposed application can be viewed as a continual evolution of existing web
infrastructure:

Traditionaly, the web has been based on a “dumb” IP network, offering only pure best-effort
IP routing and forwarding capabilities.

Recently, the web has been enhanced by installing caches, switches and content distribution
networks. However, the “intelligence” (i.e. the service logic) still resdes on centralized
servers operated by the web service providers.

In the future, the web might by a fully distributed computing infrastructure, with service
intelligence distributed on the IP and/or on the application layer.

Justification of the Use of Active Network Concepts

We expect that with Active Network technology web traffic can be handled flexibly within the
network. Potential benefits include among others:

Network aware web services. Contrary to existing web services, they can operate based on
information such as available bandwidth on access and network links, network topology, and
load of servers. Because the information is not available at the client- or server sde, it should
be implemented with AN technology within the network.
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Ease of service programming and management: Active networks eliminate the need for
cumbersome ad-hoc solutions to specific problems which require separate management; active
networks provide common ground for deployment of new services and mechanism inside the
network and unify the management of these mechanism and services.

Distribution of service logic: Service logic is executed at severa locations, including specific
points insgde the active network, which is potentialy advantageous for large volume services,
fine (per user) granularity of services, new service features. With existing solutions such as
caches or content distribution networks, only content, but not service logic can be located
within the network.

Dynamic, autonomous adaptation: The task of operators on service site (service provider,
network provider) is getting bigger as the number of network customers/consumers is
growing. So the task of provisoning should be dynamic. Besides active nodes may cooperate
with each other.

Overview

In order to minimize the necessary changes for the web servers and web clients, we make minimal
assumptions about web servers and clients for our demo scenario:

It should be possible that web servers work isolated; i.e. no additional mechanisms should be
required which are implemented by the web servers. In particular, web servers can use alocal
date base, e.g. to store data used to process sessions.

The service provider can use a standard web server (e. g. apache).
- Clients can use standard browsers to access the web server.
Thisimplies that the used protocols must not be changed in any way and the mechanism is fully

transparent both to web servers and web clients. To be more precise, the implemented mechanism can
roughly be described as follows.

The customer issues an ordinary HT TP request to the system, containing the static |P address which it
has looked up by the DNS service.

The system forwards the request through a number of routers. The routers exchange routing
information for that purpose, as well as they provide basic IP connectivity viathat interface.

Eventudly, the request reaches an active node which contains redirect logic. The active node filters
the HTTP request and forwards it to an execution environment operated by the NSP.

The execution environment continuoudly collects information about the availability and load of service
nodes. Depending on some strategy, the incoming HTTP traffic is distributed among the available
service nodes.

The HTTP request is executed at a service node. The execution may involve access to stored content
and computations of the service logic.

A central concept in web servicesisthat of asession, i.e. of an association of state between client and
server. While the HTTP protocal is stateless, sessions are implemented by various techniques, such as
encoding state in URLSs or cookies. The concept of “session” has the following implications on our
implementation:

Requests which are not part of a session: each of these requests may be redirected

independently.

Reguests which are part of a sesson: al requests which are part of a sesson must be

redirected to the same web server due to the fact that we do not want to transfer state between
web servers.
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Objectives

In this section, we describe the relationship of our demo scenario to the FAIN evaluation framework.
It isintended to map our demo scenario onto the FAIN architecture and the FAIN evauation
framework [16], [17].

Demonstrated Architectural Concepts
The following concepts are demonstrated by this demo:
Creating Virtua Environments as Part of the Virtual Networks Creation

0 Thisdemo does not use Virtua Environments. Creating Virtual Environments is part
of another demo described in [18].

Resource Control for hard Resource Partitioning
0 Resource Control is not part of this demo.
Deployment of different Types and Instances of EES

0 Manipulation of PromethOS modules using an extended version of Iptables provided
by PromethOS. This provides an intermediate step towards a full integration of
PromethOS plugins into FAIN execution environments. A next step will be described
in[18].

Creating and Operating Component-based EEs
0 Thisdemo will use only one EE on one node.
Interoperable Infrastructure

0 Not used.

Creation of anew VN Management Domain as Part of the VN Creation
0 Not used.

Use of new VN Management Domain to manage Services and Resources
0 Not used.

ASP Specification and Deployment
0 Not used.

Tuning the Active Network for maximizing Performance
o Using PromethOS kernel modules for processing HTTP traffic will be a step towards
maximizing the performance for processing web traffic.
Using Active Networks for Policy Distribution

0 Not used.
Simple fault management functionality

0 Thereisan automatic reconfiguration capability which will remove shut down web
servers automatically from the list of alowed targets. When the server becomes
available again, it will be reactivated automaticaly after some time. Aslong athereis
at least one working web server, the end user will see a usable network (with maybe
degraded performance of course).

0 Theinteractive configurability of PromethOS plugins enables a service provider to
react promptly to changing regquirements (e. g., web servers which must be shut down,
increasing load, etc.).

Network-level deployment mapping
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0 Not used.
Active Network Upgrades

0 PromethOS alows the dynamic loading and unloading of plugins. Thisis afirst step
towards a dynamic upgrade of an active node.

0 There are currently no provisions for a seamless upgrade without interrupting a
running service. There will be at least a short break when the old plugin is unloaded
until the new plugin is loaded and configured.

Contribution to the Evaluation
Hexibility Property
0 dynamic loading and unloading of PromethOS plugins
o0 interactive configurability of PromethOS plugins
Security Property

o currently relies on the fact, that PromethOS plugins can only be loaded by root. For a
better integration into the FAIN security model see[18].

Portability Property
0 PromethOS plugins can be deployed only on active nodes running PromethOS
0 PromethOS itsdlf isbased on Linux
Reliability Property
0 AN Concepts are used to in this scenario to implement reliable Web Services
Performance
0 throughput of web traffic to be measured
Interoperability Property
0 --—-
Timeliness Property
o end-to-end delay: no hard requirements, should be sufficient for interactive use.

0 hard to measure anyways, as it depends on many factors (delay imposed by the web
servers, delay on active nodes, delay on non active nodes passed by packets, etc.).

Openness Property

0 Standard web protocols are used and therefore the approach is“ open” to any web user
or web service provider

5.4 Video on Demand Scenario

In active network nodes, PromethOS is going to play arole as a Linux kernel-space NodeOS. As such
it isof mgor importance that PromethOS is able to be managed easily from Execution Environments
(EE) in user space.

In FAIN, the Virtua Environment Manager (VEM) has been developed. VEM, an EE in user space, is
concerned with most of the node's management issues like service deployment and the like. An
integration of VEM and PromethOS is thus required to show interoperability between different types
of EEs
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In FAIN an Active Network Node (ANN) has been designed to support multiple VEs, EEs and EE-
instances. VESs may include severa EEs, in user aswell asin kernel space. VES are the mgjor
component involved for customer differentiation, i.e. a customer isidentified by its VE. A VE serves
as aresource container. Supporting multiple VEs, multiple customers can be run on a single node
without interfering each other.

PromethOS has been extended to handle several VEsto differentiate among customers; several EE-
instances in kernel space; communication among them; and communication among the EEs involved
used in FAIN. The VEM has been enhanced to control PromethOS according to the management
interface offered by the PromethOS user space library.

This generic application scenario shows the integration of the VEM and PromethOS in order to proof
the proper interaction between different EEs. The VEM will be able to control PromethOS. Severa
VEswill be instantiated, resources assigned for operationa control (however, no resource limit-
enforcement will be carried out in this scenario). In a VE, at least one EE will be instantiated in kernel
space in which the Wave Video plugin as demondtrated at the Barcelona Review Mesting will be run.
Thus, the demo will present the Wave Video scaling functiondity as explained in D4 according to
customer’ s different requirements.

Architecture/Setup

An active node and a source for a video stream are located at one site (e.g. a service provider). At a
different location, the video receiver isinstalled. Between the source and the active node, a high-
bandwidth link provides sufficient bandwidth. This link models a high-bandwidth backbone. Between
the active network node and the video receiver two different links are emulated. These links provides
different capacities according to the bandwidth allocated by the service level agreements among the
network provider and the customers. The active network node is supposed to adapt the high-bandwidth
requiring input stream according to the pre-set output capacities of the output streams.

At boot time, the ANN is running the VEM and the management components of PromethOS. A
customer request arrives at the ANN signalizing the VEM to deploy a VE, assign resourcesto this
customer, instantiate an EE, and deploy a Wave Video scaing plugin into this component.

The request to initiate the service deployment isimplemented by the FAIN-WP4 service specification.
The service specification is parsed and resolved by the service creation engine provided by WP4. The
required Wave Video plugin code will be fetched from the WP4 code server and deployed on the
FAIN ANN.

A second request submitted by a different customer arrives at the ANN to create second instances of
this configuration with different resources assigned to the VE created. Node additiona code fetching
is required since the code is still available in the loca cache of the node.

The creation process is implemented and controlled by the VEM fully. As soon as this process
completes, the video source is signaled to start transmission of the video flows. A small helper
application smulating a Video on Demand source receives the request and serves the video out of the
huge database of different videos.

Objectives

By this scenario, a video transmission over the Internet has been implemented. Customers are
connected to the backbone of the Internet (the ETH ANN) by links with different capacities. The
management process of the data path based video scaling in the Wave Video plugin is handled fully by
the control plane of the FAIN active network: A service specification of FAIN's WP4 arrives at the
FAIN ANN; this specification is processed by the service creation engine; the VEM is responsible for
service deployment on the node and service configuration. PromethOS provides the in-kernel EE and
the ability to support different customers.
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5.5 Managed Access Scenario

This part of the demonstration makes use of active packet technology to manage packet filters across

networks that have different owners.

Assigning Access Network Services: source host policy

In this scenario, a host joining a network is assigned a set of network services according to some
arrangement specific to the host. Here for example, al the road warriors get accessto aDNS and a
web cache, but only road warriors 2 and 3 get accessto alocal SMTP server and may access remote
POP servers. Only road warrior 3 is allowed to use the |PSec protocols to establish tunnels.

Services
Road Warrior DNS Webcache SMTP
1 1 1
2 1 1 1
3 1 1 1

Separated Provisioning: Access and Service
As a use-case this is a simple two-stage, two-party scenario

POP IPSec
1
1 1

R X

Customer Negotiation

O

Provision

ccess Provider

Figure 5-6: Use-case: customer and access provider

Thisisthe way most networks are managed. The access network provider can only manage his own
equipment and assumes that the customer has his own arrangements with the rest of the network, the

service providers.
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Customer Negotiation %

Service Provider

Provision

Figure 5-7: Use-case: customer and service provider

The negotiation activity isasign-up procedure. The technology needed to implement the provison
activity isgiven in Figure 5-8: Deployment: Access Network.

Packet Filter
Traffic Conditioning

Network
controller

Access

SNMP
Trap Generator

Access
Private IP
Network

Router

Road Warrior 1 ‘ =
L\
Road Warrior 3

Road Warrior 2

Figure 5-8: Deployment: Access Networ k

There are three road warrior |aptops. Each wants a different type of network access from the other.
The road warriors access the private |P network using a WaveL AN access point. These access points
generate SNMP traps when a new host has been assigned an IP address. The IP address for ahost is
allocated by a DHCP server.
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The DHCP server operates on a network controller host. This host also supports an SNMP trap
collector and an injector. The injector is a process that can be used to inject active packets into the
network.

The remainder of the network is shown in Figure 5-9: Deployment: Backbone and DMZ. The router of
the access network performs packet filtering and conditioning. It has an interface to the backbone
network which has two routers for egress and ingress. The former performs network address
trandation of packets with private |P source addresses to the address of the public interface of the

egress router. The ingress router performs NAT for packets from el sewhere to services hosted in the
private network.

Packet Filter

Traffic Conditioning Network Address Translation Network Address Translation
Packet Filter Packet Filter

Egress

Backbone
Private IP
Network

Router

Ingress

Network Address Translation
Packet Filter
Listeners

Figure 5-9: Deployment: Backbone and DM Z

The active packet is injected and reconfigures all the routers to accept packets for different services
from the road warriors on the access network. The active packet could reconfigure al of the routers if
need be.

The value added by using active packets for this scenario is that the network elements can be
controlled on demand. Normally, network administrators would put a static configuration in place.

Integrated Provisioning: Access and Services

In this scenario, the access provider, the service provider and the customer jointly negotiate the
services to be provided. This then becomes a tri-partite activity.
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Custome Negotiation

ccess Provider

Service Provider

X

Figure 5-10: Use-case: access and service provisioning

This scenario would need an active router for the access network. Every time the customer sends a
packet to a service he has not previousy accessed an active packet is dispatched that attemptsto
configure the local network and the remote network to provide the service. The network would be the
same as that given in Figure 5-8: Deployment: Access Network, but the router of the access network
would be able to intercept packets and dispatch active packets. It is unlikely that this scenario can be
implemented in the lifetime of the project, so it is best ignored for now.

System Design

~Host accessPoint ; dhep : Daemon shmpTrapper : | injector ; accessRouter ;
NetworkElemen Daemon Daemon NetworkElement
| |

Figure 5-11: Access Network Operations
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The host notifies the access point that it wants an | P address. The access point passes thisto the DHCP
daemon running on the network controller and, on success, raises an SNMP trap. Thisis collected by a
daemon which injects a packet which is passed to the router.

: Packet activeRouter : anode : snap : Daemon snmp : diffServer : packetFilter :
NetworkElemen Daemon Daemon NetworkElemen NetworkElemen
1 1

Figure 5-12: Network Element Control

A packet arrivesis trapped by the active router which passes it to the active node daemon. Its
component detects it as a SNAP packet and passes it to the SNAP daemon, which decodes and
executes the instructions. These are sent as SNM P commands to the SNM P daemon. The daemon then
executes the policy implementation to program the packet filter and the DiffServ routers.

5.6 Mobhile FAIN Demonstrator

This generic application scenario introduces a“Wireless LAN” show case, which is implemented
within FAIN. It shows how mobile networks benefit from FAIN concepts. A more detailed description
can be found at [19]. It describes the idea “FAIN Dino Park”.
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The show case “FAIN Dino Park” was made up, because it shows an interesting and promising use of
mobile wireless network technology within the edutainment domain. Especially for mobile wireless
networks where the bandwidth isn’'t abundant, the FAIN concepts show their advantages. The use
cases of the “FAIN Dino Park” demonstrate how in a challenging wireless environment |oad
balancing and load reduction approaches succeed in avoiding bottlenecks and could improve
edutainment concepts.

The focus of the demonstration is on load-baancing and load distribution in mobile networks. The
show case is motivated by aready installed famous amusement parks, but additionally it is equipped
with aWLAN infrastructure based on products commonplace in the market. To readlize load balancing
and load reduction concepts, some additiona software components are implemented and installed on
the servers.

Architecture/Setup

In total, there are 3 different use cases, which demonstrate load balancing and load reduction. Each use
caseisillustrated by demos. The use cases and the related demos are listed in the following.

Use Case 1: shows aredirection of a connection. The connection to heavily loaded access point is
terminated and a new one is built up between the connecting client and a less burdened access point
during peak-period demand during regigtration.

1. Use Case 2: Thisisasmilar use case. It shows a smple redirection of a connection request.
The connection is built up between the requesting client and a less burdened access point. The
load at the burdened access point results by multiple request of video streaming.

2. Use Case 3: This generic application scenario shows how a personal mobile SW proxy

contributes to load balancing by mechanism of load reduction in the overall show case of the
FAIN Dino Park.

Each of the generic application scenarios relies on following components:

A WLAN Access Controller, which isthe central Control Unit. It is a software component and
is deployed on a FAIN PromethOS active node.

At least two WLAN access points, to which the clients are linked by awireless link. Via these
the clients receive data from a content server.

At least one FAIN active node, which is PromethOS capable. Here, the following components
are deployed:

A server providing content used for the demonstration of actual data transfer via the WLAN
access points. In the context of FAIN Dino Park, such a content server is dedicated to an
exponent or specificaly a designated server for registration procedures at the entrance.

At least two terminals, which are notebooks or may be PDASs, each with WLAN capabilities.
The terminals are equipped with a FAIN Terminal Daemon.

Optionally aload generator is required creating the background traffic which is used to trigger
decisions on load balancing. Instead of using a load generator, the handover between access
points may be demonstrated by smulating the load in the WLAN access controller.

5.7 Security Scenario

Showing a pure security scenario immediately results in quite artificia settings, especialy since
security is anintegral part of the FAIN architecture. These are the reasons why the security scenario
has been hold very general. As such it may easily become a component of any of the above presented
generic application scenarios.
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The security ‘scenario’ shows how an active packet is passed through a node and how it triggers
security concepts. The scenario is applicable to any active packet approach in transport, control or
management plain. The scenario consists of the fallowing steps, which are repeated on every network
node that the packet traverses:

1

10.
11.

15.

The intercepts the packet and invokes security receive check function with the ANEP packet,
UDP protocol information data and with the local information (service), where the packet is
headed to.
The ANEP packet is parsed.
The hop integrity option is evauated:

a. Thecorrect Security Association (SA) is chosen.

b. The packet hop replay information is validated.

c. Theintegrity token is verified.
If the packet contains one or more credentid options:

a. Theprincipal credentias are looked up in loca cache.

b. If they are not already there, they are fetched from the previous node.
c. The credentid path is validated.

d. Thedigita signature of the static part of the packet is verified with the trusted public
key of the principal.

e. The credentia option time frame is checked.

If the packet contains active code and verification is required (e.g. due to a policy), the code is
verified.

The packet security context(s) is/are build from the principal credentials and results of the
packet code verification.

The security context of the packet is compared to the security context of the packet
destination. If the packet destination (service) has defined a policy the security context(s)
i/are used to authorize the access to the service.

If the access is authorized the packet is returned to the,

The passes the packet to the service.

The packet data (variable and payload, code or datd) is evaluated in the service.

If the evaluation results in an action regarding the node, this action is authorized and the
policy, if one exigts, is enforced.

. The packet is returned to the and the security check function is invoked.
13.
14.

The active packet is build.
The next hop integrity option is built:
a. Regarding packet next hop destination the right SA is chosen.

b. Replay protection value is added.
c. Anintegrity token is built and the hop integrity option is added to the packet.

If every thing went successfully, the packet is returned to the and in order to be sent to the
next hop.
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6 THE FAIN DISTRIBUTED TESTBED

This section provides an overview of the FAIN active testbed, which serves as a permanent
experimental network for active network technologies up to the end of the FAIN project and possibly
beyond. The testbed is completely operational. In the remainder of this section we will describe the
structure of the testbed, will precise where the different facilities and components are located and
briefly describe the type of nodes running at various sites.

6.1 Active Network Nodes (ANN)

The FAIN testbed comprises different types of FAIN nodes:

FAIN Active Network Nodes
FAIN Element Management Station (EMS)
FAIN Network Management Station (NMYS)

A FAIN Active Network Node runs active services and contains programmable management, data and
control planes. Two versions of this node exist, types A, and C and are described below in more detail.
Nodes type B were planned at the beginning but during the course of the project it was decided not to
implement them.

All node types will exhibit the similar functiondity vis-a-vis services and management components,
i.e. they will al support the active service provisoning facilities (ASP). They will be different,
however, in their respective Node OS architectures and performance characteristics.

6.1.1 AN Node Type A

Nodes of Type A are completely PC-based and provide active network by the following components:
VEM, RCF, DeMux, SEC, ASNMP and PromethOS. All the components are further described in D7.

6.1.2 AN Node Type C

Nodes of Type C (Hybrid Active Router) combine a commercial router Hitachi TC100 with an active
network EE provided by a physically separate PC (attached PC). In type C nodes, the commercia
router does packet classification and demultiplexing, while active packet processing is done on the
attached PC. For this purpose, a Linux based NodeOS running java and SNAP execution environments
will be operated on the attached PC.

6.1.3 FAIN Network and Element Management Stations

FAIN developed two types of management stations, the Element Management Station (EMS) and the
Network Management Station (NMS). Both stations will be based in PCs with Linux OS. As
programming platforms both stations need OpenORB CORBA platforms over which management
components will be build.

FAIN currently alows only for one NMS per network. Therefore only one NMS will be operational
during the demonstrations; however, some partners have set up their own NMS for testing purposesin
their own realm.

One EM S may manage multiple active network nodes, which may be assigned dynamically. There are
multiple EM Ss on the Testbed (many partners decided to run an EM S to be able to locally manage
their active network node while testing).
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6.2 Network Topology and Interconnection

6.2.1 Testbed topology

Figure 6-1 depicts the current topology of FAIN testbed, with four sites (ETH, FHG, UCL, JSIS)
forming two core triangles and the rest of the sites connected as |eaves to one of the core nodes. The
decision about which node had to be a core node and to which core node the other nodes had to refer
to was taken after measurements of the bandwidth and link quality between the different sites.
Essentidly, thisis athree-level hierarchica tree topology with cross connections at the second level of
the tree. The advantage of this topology in comparison with the full mesh is that the later provides
only single hop paths between active nodes, while it may be more interesting to test applications over
multi-hop paths. On the other hand, a tree with cross connections provides aternate paths between
nodes, which is not the case with a simple tree topology. Findly, contrary to full or partial mesh, a
carefully constructed tree topology accommodates for the fact that some partners have alower
bandwidth connection to the testbed either due to technical limitations or due to corporate security

policy.
The complete network is shown in Figure 6-1.

6.2.2 Tunnel configuration

The FAIN testbed has been set up as an overlay (i.e. virtual) network on the existing network
infrastructure. The overlay network is based on IP tunneling and is realized by appropriately
configuring point-to-point tunnels between specific nodes. There are severd different tunneling
technologies and the choice of tunneling technology depends on the requirements. In FAIN, we have
employed smple IP GRE tunneling, since the mgjor requirement is to prevent interference of
experimental traffic from the production traffic. We do not consider testbed traffic to be of sensitive
nature (confidential), so there is no need to use IPSEC tunneling to protect this traffic while in transit
over public Internet.

For the two tunnel endpoints, a properly configured tunnel 1ooks the same as a physical point-to-point
link, i.e. the nodes “think” they are directly connected, even though they use public Internet to
communicate with each other.
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Figure 6-1:Testbed topology

6.2.3 Partner Network Data /Properties
Each partner site has:

At least one node connected to the public internet acting as a tunnel endpoint
A testbed subnet behind the tunnel endpoint with the address range of the form 10.0.p.0/24,
where p is the partner number from Consortium partner list (in order of appearancein the
FAIN Consortium partner list)

Partners can freely use the addresses from the private address range assigned to them.

6.2.4 Domain Name service

Thereis a DNS service running within the testbed. The primary DNS server is hosted and maintained
by FHG in Berlin and its IP address is 10.0.12.12. A secondary DNS server is hosted at ETH in Zurich
and has the IP address 10.0.11.11.

All nodes and hosts within the testbed use.fa as the top-level domain. The FQDN names for hosts
within the testbed have the following form

hostname.FAIN-partner-code.fa
For example, the host “onizuka’ located at FHG FOKUS is called onizuka.fhg.fa
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6.2.5 Sites overview

Figure 6-2 shows the actual status of the FAIN testbed. The bold lines represent the tunnels whereas
the lighter lines are the links in the private networks at the partners' sites. EMS and NM S could be
installed on either active or passive nodes.

O Q O
g__g\ O/ Cl)/HeI.fa

Upc.fe

[0 AcTIVENODE NODE NODE
[ ] PASSIVENODE

Figure 6-2: Nodes Overview

6.2.6 Monitoring tool

The FAIN testbed is constantly monitored using a“ping-based” tool. It checks whether the tunnel
endpoints and the most important active nodes are up, the main ports are open (e.g. the port where the
CORBA naming server is running), and monitors the average delay, loss rate and bandwidth on the
links.
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7 APPLICATION SCENARIOS

The application scenarios are the same as generic application scenarios that are mapped to a specific
infrastructure. As told previoudy, the generic gpplication scenarios are similar to a declaration in
programming languages, whereas the application scenarios are their respective instantiation.

Since the application scenarios are supposed to be shown as demonstrations of FAIN results they are
often referred to as demonstration scenarios. The terms are used interchangeable in the following
sections.

7.1 DiffServ Scenario

The detailed version of the DiffServ Scenario can be found at [25]. In this Diff Serv demonstration
scenario, a service provider (SP-1) tries to make a priority transmission network by renting network
resources from an operator (ANSP). The SP-1 makes a contract to rent three levels for the priority
transmission with the ANSP. If one assumes that those three levels are DSCP-1 (Differentiated
Service Code Point-1), DSCP-32 and DSCP-224. The SP-1 connects a branch office-A and a head
office through HANN-1 (Hybrid Active Network Node) and HANN-2 as shown in the Figure 5-1. In
addition, it connects a branch office-B and the head office through the HANN-2. Then SP-1 assigns
the DSCP-1 and the DSCP-224 transmission qualities between the branch office, A and the head
office. In addition, it assigns the DSCP-32 transmission quality between the branch office-B and the
head office. Initidly, the user, A in the branch office, sends video datato a user, C in the head office,
through the network with a DSCP-1 transmission quality. Then user B, in the branch office, sends
“jamming” traffic to another user C with atransmission quality of DSCP-32. The priority of the
DSCP-32 is higher than that of the DSCP-1. If the amount of video data and jam traffic is above the
output bandwidth of the network node (HANN-2), the video data transmission will be impaired, since
the priority of the video is less than that of the jam traffic. Then user A changes the priority of the
video data from the DSCP-1 to DSCP-224 by an active packet (a SNAP program). The active packet is
sent from user C to the user A. The authenticity and authority of the active packet is checked at each
HANN. After changing the priority of the video data, it will no longer be impaired.

Branch Office-A(User-A) Head Office(User-C)
{ HANN-1 \ { HANN-2 \
(1)Video Send
Active Proxy Active Proxy
Video v [V ] LY T Recer
. » Hub eceiver
Server GR2000 GR2000 u Client
& -
— \ / 3)AP Send
- -V :Video Packet
Jam Traffic . Jam Traffic
(2)Jam Traffic Send : Active Packet
Sender ol "l Reciver
-:l : Jam Packet
Branch Office-B(User-B)

Figure 7-1: DiffServ Demonstration Scenario

7.1.1 HEL Test-bed Configuration

The Figure 7-2 shows a current network configuration of the HIT/HEL test-bed. For simplest, we used
only one HANN for checking of the DiffServ function in our test-bed. In addition, we implemented

the video receiver and the jam traffic receiver into one terminal. Besides, we used 10Mbps bandwidth
for the output of the HANN, especialy G4 port of the GR2000.
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Figure7-2: HEL Test-bed Configuration

7.1.2 FHG Test-bed Configuration

The Figure 7-3 shows a current network configuration of the FHG test-bed. In this configuration, we
used 10Mbps bandwidth for the output of the TC-100, especially T2 port of the TC-100.

SNAP
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TC-100

JAM
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Video
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A_Proxy
Video_S

Jam_S
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Figure 7-3: FHG Test-bed Configuration
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7.2 Security Scenario

The security scenario will be shown in the same context as the DiffServ scenario. It will therefore run
with the same configuration and topology as shown in Figure 7-2 and Figure 7-3.

7.2.1 Demonstration Objectives

The security architecture is present on every active node in the scenario, namely on the hybrid nodes
and in video/SNAP sender. The security architecture offers two system level mechanismsto protect
active packets in the network, i.e. per hop protection and end-to-end protection. Per hop protection
requires that neighbor nodes share security associations. End-to-end protection is based on digita
signature mechanisms. It requires trusted certificates of entities on every node in order to issue users
credentials. For a service as described in this scenario, suitable credentials will be issued to the service
users. The credentials will specify the service, the corresponding VE, the time of validity and the
possible user role in the network (i.e. if it isacommon user, a manager, or an observer). The
credentials are signed by trusted entities. They associate the public key of the user with her
authorization data.

For internode communication per hop protection provides authentication of the neighbor node. This
suffices the requirements of protocols that need e.g. to fetch user related credentials from the previous
node.

There are two types of objects (i.e. targets) that can be protected in this scenario with the mechanisms
designed and implemented in FAIN, namely input/output channels and the traps that the SNAP code
raises in the DiffServ trap receiver. For these targets the security policy hasto be set in the target
security context.

For the target of the channels, the VE and service (EEId) have to match explicitly. It is possible to set
apolicy for achannel that only a certain user group can access.

For the second target, the DiffServ trap receiver context has to fit into the security policy, which
governs user access to the environment API. Every access from the SNAP daemon to the environment
is authorized according to the security policy and user supplied authorization data carried in the active
packet.

On system level, the security architecture is integrated within the component framework of the node
management system. Credentials and security policies are provided for pVE and VEs hosted at the
node. The decisions on who is alowed to manage, to monitor or to observe components or their ports
on the node, are taken by referring to policies.

Specid attention has been devoted to protect SNAP packet in the network. With SNAP, as in-band
approach, the packet content can be legally changed in the network. Due to this fact, the requirements
of end-to-end protection are not fulfilled by only applying adigital signature from the originator of the
packet. In order to protect security relevant datain the SNAP packet the verification framework is
used therefore.

When the user originates a SNAP packet the packet is encapsulated in ANEP and fingerprinted for
security relevant commands, which are stored in the ANEP packet payload. The SNAP packet is
stored in the variable ANEP option. The ANEP payload is covered by the digital signature. While
passing the nodes in the network, the SNAP packet is fingerprinted again and the fingerprint is
compared to the payload. This verification alows to detect modifications on the payload, like
reordering or multiplications of the security relevant commands.
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7.2.2 Setup and Demonstration

The security scenario will be shown complementary to the Diff Serv Scenario. The security scenario
will show operations on the security architecture. In particular how, the nodes and node resources can
be protected from malicious or unauthorized usage, how active packets can be protected in the

network from unauthorized modification, spoofing or replay attacks.

As complementary part of the Diff Serv scenario, those operations of the security architecture will be
shown as the output to local terminal. The external representation of the packet will be shown together
with the processes of building and parsing it. Furthermore the processes concerned with credentids,
the access control checks, operations on credentials cache, the verification of the SNAP code and other
general operation of the security architecture will be shown in the context of the FAIN component
modd.

7.3 WebTV Scenario

An SP, called WebTV-SP, offersaWebTV service to its customers by broadcasting the video program
in the Internet. In the scenario, one customer uses a termina that is not capable of displaying correctly
the video stream, e.g. it uses a handheld device with low processing power and alow access
bandwidth. The WebTV-SP pre-processes the video stream for this customer by transcoding into the
format understood by the handheld.

Asaresult of an SLA agreed between the ANSP and the SP, policies are sent to the ANSP MI. These
policies are edited using the GUI of the Policy Editor. Consequently, the ANSP PBNM receives a QoS
policy and enforces it on both the NM S and the EMS. This results in invoking the active node
management framework to create a new Virtua Environment (VE) for the WebTV-SP. If the VE
creation is done successfully, then the ANSP PBNM enforces a delegation policy through the NMS
and the EMS. This enforcement consequently requests the active node management system to activate
the newly created VE. The ANSP then creates a Management Instance (M1) in al the appropriate
EMS stations for this WebTV-SP and assigns the access rights to the active nodes interfaces.

The WebTV-SP is now ready to configure his AVPN by sending policies that are customer specific.
The SP aso indals service components into the active nodes (a transcoder component in our
scenario). The service components are deployed by the ASP system based on the service descriptors.

In addition, the SP deploys service-specific palicies in the QoS PDP of his Ml after the deployment of
the transcoder service component in the active node. In this way the SP can define its own service-
specific policies that will be enforced in the active node.

Finaly, the monitoring system is used for the reconfiguration of the transcoder at runtime, when for
instance the access bandwidth changes dramatically and the end-user needs a different transcoding
format on the video stream.

Network Setup
Figure 7-4 shows how the WebTV scenario is mapped to the FAIN testbed.
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WebTV Emitter Active /%jows
- Node T1 Laptop@fhg.fa
| Active
Node D komsys-pc-zurich.tik.fa
Windows :
Laptop@ucl.fa jorg.ucl.fa
onizuka.fhg.fa
Receiver 2
NMS Active
EMST2 | — NodeT2 \Q
kubrick.upc.fa
kreechta.fhg.fa Windows
Laptop@fhg.fa

Figure 7-4: WEB TV mapped to Testbed

The components involved in the scenario are:

Windows/Jmstudio — emitter (windows laptop at UCL)
Windows/SIP Video Client — receiver 1 (windows laptop provided by FT)
Windows/SIP Video Client — receiver 2 (windows laptop provided by FOKUS)
Active node D — duplicator (jorg.uc.fa)
Active node T1 — transcoder 1 (komsys-pc-zurich)
Active node T2 — transcoder 2 (onizuka.fhg.fa)
Network Management Station (kubrick.upc.fa)
Element Management Station D (a debian machine at UCL)
Element Management Station T1 (komsys-pc-bern)
. Element Management Station T2 (kreechta.fhg.fa)
. Naming Service (fhg.fhg.fa)
. Service Registry (fhg.fhg.fa)
. Service Repository (www.ucl.fa)
Network ASP (fhg.fhg.fa)
Extended SIP proxy (tik.tik.fa)
SIP Server and SIP Components, namely registrar, location, and feature servers (tik.tik.fa)

BREBOONOOAM®WNE

S

B
(2]

7.4 \Web Service Distribution Scenario

For the full and extensive documentation of the Web Service Distribution Scenario please refer to [9].
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In the Web Service Distribution Scenario, Web (HTTP) traffic is distributed and redirected within the
network among several distributed serversin order to provide reliability, performance and scalability
for web services."?

The overall scenario is depicted in Figure 5-5. Both redirection nodes and service nodes will be
usually physicaly located within the access network of the end user, the access network of the web
service provider, or connected via a separated access network. For this reason, we may also cal both
of them “Active Web Gateways’. Note that we assume that the core network is non-active and only
provides basic |P connectivity.

The overdl setting is fully transparent to the end user, i.e., the end user uses the web service viaan
ordinary web browser, using standard protocols such as IP or HTTP. The application scenario is
subdivided in following demos:

Demo 1: shows a smple redirection of TCP data. All packets, which are sent by a specified
client and are addressed to a specified server, are re-routed to another computer..

Demo2: Additiondly to the functionality of Demol the throughput is monitored and plotted.
There is however no possibility to change the configuration of the module using this user
interface.

Demo3: This demo is an extenson of Demo2 using severa client-server pairs. Additionaly a
simple graphical configuration option is offered.

Demo4: This demo is a smple load distribution example. Packets, addressed to a specified
server are re-routed to different computers dependent on the current utilization condition of
these computers.

Demo5: Adds a HTTP Parser to Demo4. The parser examines all headers and collects the
necessary data for sessions. The results of the parser are not used in this demo.

Demo6: This demo adds support for sessions using the parser introduced in Demao5.
7.4.1 Network Setup

In this section, we describe the network configuration, both in terms of a genera set-up which can be
used by anyone who intends to run the demo in his own network, and in a mapping of the general set-
up to the FAIN testbed, which isonly relevant for those which want to run the demo on the FAIN
testbed (and therefore have access to the testbed).

Set-up of a standalone demo
The generic network topology of our demo is shown in Figure 7-5.

N »

(Web browser) / \ Server
Client HTTP HTTP Web

(Web browser) Server

|:| Client node (Non Active Node) |:| PromethOS node (Active Node) |:| Server node (Non Active Node)

Client HTTP User HTTP Web
(Web browser) \ ITETEE / Server
*
Cliert HTTP - HTTP Vi

Figure 7-5: Network topology used by the demos

12 Theterm , Web Service“is often also used to refer to approaches for describing, finding and invoking objects
and their services with web-based languages and protocols, e.g. Microsoft’sNET. We use the term “Web
Service” to refer to an application service which is offered to an end-user, asit has been invented in[10].
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Active Node(s)

PromethOS Nodes: For the demos there is only one node of this type. The node is responsible
for the redirection of web traffic to different web servers. Additiondly it runs the user
interface for configuring and monitoring the PromethOS modules.

Each of the demos uses the following parts on an active node:

PromethOS: A framework for the manipulation of Linux Kerne modules (PromethOS
modules) and for redirecting network traffic to such a PromethOS module.

Netfilter: A framework for the manipulation of network packets. Netfilter is used by

PromethOS.

Iptables: This is the user space part of Netfilter. It is used to load and configure Netfilter
modules and to redirect network traffic to such a module. PromethOS uses an extended
version of Iptables which is able to load and configure PromethOS modules.

A PromethOS module: A PromethOS module is used for the actual manipulation of the

network traffic.

User interface: It is used to configure and monitor the PromethOS module.

Thisisshown in Figure 7-6.

Iptables User
@:> Interface 7
A 4 reconfigure
Ioaq and and monitor 4
configure] Vs S
3 Kernel Spac
h 4 y 5
N PromethOS
\ 2 > Module 1
Client 1
& \ PromethO}*
N Netjifter

1 Linuxisused asoperating 4
system for an active node

2. Netfilter isused by Prometh- 5:
OSto filter out traffic inten-
ded to be processed by Pro-
methOS modules 6:

3. PromethOSis used to mani-
pulate PromethOS modules
and to forward traffic to these
modules

Configuration Table

A PromethOS module is used 7:
to process network traffic

A PromethOS module con-
tains configuration tables 8
which influence the operation
Iptablesis used to load Pro-
methOS modulesandtoin- 9
struct netfilter to forward

traffic to the module

A user interface can be used
to configure and monitor the
PromethOS module

One or more web servers are
used asfinal receiversfor the
requests.

One or more clients (browser
or another web traffic gene-
rator) create requests

Figure 7-6: General Structure of a PromethOS Demo

The PromethOS node is a component of a network, which in addition contains several web servers and
web clients. Web clients may be ordinary web browser, or traffic generators, which are used in this
demo for the easier creation of HTTP traffic. Thisis shownin Figure 7-5
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Non-Active Nodes

Client nodes. These nodes run a norma web browser or some other web traffic generator.
There is no need that these nodes are PromethOS nodes.

Server nodes: These nodes run a norma web server. There is no need that these nodes are
PromethOS nodes.

Services
None.

Set-up of ademo on the FAIN testbed
This application scenario is mapped as follows to the FAIN testbed:

Web servers are installed at kreechtafhg.fa, sagfs.sag.fa, sagan.sag.fa and ems.tik.fa
A FAIN Active Nodeisinstalled at emsitik.fa.

Client nodes must be installed at appropriate nodes depending on the location the demo is run.
Two possible mappings are shown in Figure 7-7 and Figure 7-8.

Possible set-up for demonstration taking place at FOKUS

Timoucl .fa10.0.1.17

Jorgucl.fa10.0.1.34
Lars.ucl.fa10.0.1.18

Hel.hel.fa10.0.8.1 Onizukafhg.fa10.0.12.2
Fhg.fhgfa10.0.12.12 (DNS)

[ client | . [ client |

Kreechtafhg.fa10.0.12.3

George.ucl.fa10.0.1.242
wilson.ucl fa10.0.1.50 (focal DNS)

Ucl.ucl.fa10.0.1.1 Web-Server

Ntuantua.fa10.0.3.1 Endpoint.fhg.fa10.0.12.1
Tik tik fa 10.0.11.11

O —

Upen.fa10.0.15.15

maladeta.upc fa10.0.4.114 :
emstik.fa10.0.11.24

T ey

Kubrick.upc.fa10.0.4.4

. ACTIVE NODE

Jsisjsisfa10.0.2.1

=) I:I PASSIVE NODE
Cvsjsisfal0.0.2.91

Santana.upc.fa10.0.4.100
Figure 7-7: Network set-up for demonstration at FHG
Possible set-up for demonstration taking place at JSIS
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Timoucl .fa10.0.1.17
Jorgucl.fa 10.0.1.34

O Hel.hel fa10.0.8.1
Onizukafhg.fa10.0.12.2
Fhg.fhgfa10.0.12.12 (DNS)

Lars.ucl.fa10.0.1.18

George.ucl.fa10.0.1.242
wilson.ucl fa 10.0.1.50 (localDNS)

Ntua ntuafa10.0.3.1
Tik.tik fa10.0.11.11

O (DNS)

Upen.fa10.0.15.15

Kreechtafhg.fa10.0.12.3

Ucl.ucl fa10.0.1.1!

10,0.10.1

. ACTIVE NODE
maladeta.upc fa10.0.4.114

emstik.fa10.0.11.24
S |

Kubrick.upc fa 10.0.4.4

I:I PASSIVE NODE

Jsisjsisfal0.0.2.1

Cvsjsisfal0.0.2.91 '

Figure 7-8: Networ k set-up for demonstration at JSIS

7.4.2 Description of Demos

The demos can be shown independent of each other, but it is suggested to show them in the described
order as some demos are based on earlier ones.

Santana.upc .fa10.0.4.100

Demo 1

This demo shows a simple redirector for TCP data. All packets, which are sent by a specified client
and are addressed to a specified server (IP-address and port), are re-routed to another computer. This
demo isto alarge extent outdated. It serves only to show the operability of the concept.
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Iptables élf__@)
O

/'
load and
configure]
User Space
Kernel Space
4
PromethOS 4
Module
— ¥ Web Server
2 Prometh g
& )g
/@ter

Client1 » Web Server 1

Sender-IP | Receiver-1P | Receiver-Port |Forward-IP Forward-Port
1.2.3.1 [1.2.3.2 (81 |1.2.3.3 80

1. Iptablesisused to load and configure the 4. The PromethOS modul e redirects the traffic

PromethOS module toit’sfinal destination , Web Server 1*
2 A client sendsrequeststo , Web Server 5. ,Web Server 1" processes the requests and
3. Netfilter forwards the traffic to the Prometh- returnstheresults

OS module 6: Thisdemo has no user interface

Figure 7-9: Structure of Demol

This demo allows to specify exactly one pair of client and server address which can be re-routed to
another computer. Iptables is used to load the module and insert the necessary configuration data. The
configured data can’t be changed at run-time. The demo uses only one client and one web server.

Note: The same result could have been achieved using only Netfilter.
Demo 2

This demo is an extension of Demol. It adds a user interface which monitors the throughput of the
PromethOS module and shows it graphically. There is however no possibility to change the
configuration of the module using this user interface. The configuration takes place again using
Iptables. The demo uses only one client and one web server.

Demo2 consists of 2 parts. On the one hand a PromethOS module is used which is responsible for the
redirection of packets. Onthe other hand a user space program is used, which queries and plots the
current throughput. For monitoring the PromethOS module afile in the /proc file system is used
(/proc/promethos/net/management). The structure of Demo2 is shown in Figure 7-10.
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el Usr____16)
@:7 Interface
A A
load and
configure]

User Space
Kernel Space

y v
PromethOS
Module

Prome@&’
/@ter

S

» Web Server 1

Sender-IP | Receiver-1P | Receiver-Port |Forward-IP Forward-Port

1.2.3.1 [1.2.3.2 |81 |1.2. 3.3 (80
1. Iptablesisusedtoload and con- 4: The PromethOS module redirects the traffic to it’s final
figure the PromethOS module destination ,, Web Server 1
2. Aclient sendsrequeststo ,Web 5: ,Web Server 1“ processes the requests and returns the
Server” results
3. Netfilter forwardsthetrafficto 6. Theuser interfaceis used to monitor the PromethOS
the PromethOS module modul e using the file /proc/promethos/net/management.

Figure 7-10: Structure of Demo2
Demo 3

This demo is an extension of Demo2 using severa client-server pairs. Additionaly asmple graphical
configuration option is offered. The user interface can be used to change the current configuration at
runtime. This demo can use more than one client and more than one web server but there is no load
balancing.

Demo3 consists of 2 parts. A kernd resident PromethOS module is responsible for the actual
forwarding of the packets. This module is loaded using | ptables as done with the two preceding
demos. A user space program is responsible for configuring the module and for monitoring the
throughput. 3 filesin the /proc file system are used to change the configuration data at runtime and to
query the throughput data. /proc/promethos/net/management is used to send the configuration data to
the PromethOS module. The file /proc/promethos_demo3/tables is used to query the current
throughput data. The file /proc/dabinfo is used to query and display the current size of the contract
tables.

The PromethOS module uses a forwarding table which contains the following information:

A triple containing client-I1P, server-1P, server-port

A pair containing final destination-1P and fina destination-port
Each of the table entries must contain a unique triple client-1P, server-1P and server-port. If there are
multiple entries containing the same triple only the first entry will be used. All further entries are

ignored. Each of these triples can be assigned to one and only one final destination (see Figure 7-11
for an example).
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1

— Interface =~
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load and
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-

,//, Web Server b

Module
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Client-IP Server-Port | Forward-IP | Forward-Port

1. Iptablesisusedto load the Pro- 5: The PromethOS modul e redirects the traffic to it’ s final

methOS module destination. Requests directed towards ,, Web Server a*
2. Theuser interfaceisused to confi- areredirected to ,, Web Server 1“ and requests for ,, Web
gure the PromethOS module Server b* areredirected to,, Web Server 2°.
3. Oneor more clients send requests  6: The user interface can be used to change the configura-
to ,Web Server a* and , Web tion of the PromethOS module
Server b". 7. The user interface monitors the module using the files
4: Netfilter forwardsthetraffic to the /proc/promethos/net/management, /proc/promethos_de-
PromethOS module mo3/tables and /proc/slabinfo.

Figure 7-11: Structure of Demo3
User Interface

The user interface contains a set of input fields which can be used to enter the necessary data. The
following information is required:

IP address of the client (the port of the client is not considered, because is changes for each
connection).

IP address of the original server

destination port of the origina server

IP address of the final server

destination port of the final server

The button Add is used to transfer the data from the input fields into the internal tables of the kernel
resident module. The button Remove is used to delete the entry from the internal tables, which
matches the contents of the input fields. The button Show shows the current contents of the internal
tables. Clear Input clearstheinput fields. Clear output clears the output field in the lower part of the
user interface.

Themenu Table Entries contains al table entries from the interna tables. If an entry from the menu
is selected, the appropriate data are inserted into the input fields.

Demo 4

Thisdemo is asimple load distribution example. Packets, addressed to a specified server are re-routed
to different computers dependent on the current utilization condition of these computers. The
utilization of a computer is defined by the number of open TCP connections to this computer. The
only connections considered are the connections running through the PromethOS module.
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For each receiver of arequest a number of aternate receivers can be specified. The load sent to one of
the receiversis distributed over all the specified alternate receivers (see Figure 7-12 and Example 1
below).

iptables  Usr ——=2)
(Df? Interface ™~
load and

configure]

User Space 7
Kernel Space
h 4 v
PromethOS

| ,| Web Server a (12.3.1/81) |

Module

Prometh}g

[¢)]

// ) ,,| Web Server b (1.2.32/81) |

-

N

N

Web Server 3 (1.2.3.6/80) |

1. Iptablesisused to load the Pro- 5. The PromethOS modul e redirects the traffic to it’ s final

methOS module destination. Requests directed towards ,, Web Server a*
2. Theuser interfaceis used to confi- areredirected to , Web Server 1* or ,Web Server 2" and
gure the PromethOS module requests for , Web Server b* areredirected to,, Web
3. One or more clients send requests Server 3.
to ,Web Server a* and , Web 6. The user interface can be used to change the configura-
Server b*. tion of the PromethOS module
4: Netfilter forwardsthetraffictothe 7. The user interface monitors the module using the files
PromethOS module /proc/promethos/net/management, /proc/promethos_de-
mo4/tables and /proc/slabinfo.

Figure 7-12: Structure of Demo4

User Interface

As shown for Demo3 a simple graphical configuration option is offered. This can be used to change
the current configuration at runtime. To do so the user interfaces contains a set of input fields which
can be used to enter the necessary data? The following information is required:

IP address of the client (not used in this demo).
IP address of the original server

destination port of the origina server

| P address of the final server

destination port of the final server

The button Add is used to transfer the data from the input fields into the internal tables of the kernel
resident module. The button Remove is used to delete the entry from the internal tables, which
matches the contents of the input fields. The button Show shows the current contents of the internal
tables. Clear Input clears the input fields. Clear output clears the output field in the lower part of the
user interface.

Themenu Table Entries contains al table entries from the interna tables. If an entry from the menu
is selected, the appropriate data are inserted into the input fields.
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Demo 5

Demo5 is derived from Demo4. Demo5 adds a HT TP Parser to Demo4. The parser is used internaly
to examine all HTTP headers and to collect the data contained in the header. The collected information
is not used in this demo however. A goal of this demo it to determine which load such a parser
represents.

The demo works as described for Demo4.

Demo 6

This demo shows likewise a smple load distribution. Packets, addressed to a specified server are re-
routed to different computers dependent on the current utilization condition of these computers. The
utilization of a computer is defined by the number of open TCP connections to this computer. The
only connections considered are the connections running through the PromethOS module.
Additiondly to the two demos Demo4 and Demo5 this demo takes sessions into consideration i.e. all
packets belonging to the same session are forwarded to the same computer independent of its current
utilization.

In order to determine the packets belonging to a session, the HTTP headers of all requests and replies
are examined. In order to guarantee that headers, which span severa packets, can be processed
correctly too, the packets are redirected to alocal socket in the kernel. This socket receives the data,
forwards them to the parser and, if necessary, buffers the data, if still no complete header is present
(see Figure 7-13.).
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Figure 7-13: Structure of Demo6

User Interface
The user interface can be used to enter the necessary configuration data and to query the current state.
This demo contains 2 sets of input fields:

the upper lineisintended for the input of information for the session manager

the lower lineis meant for the input of information for the redirector.
The session manager needs the following data:

prefix for the URLs which are to be combined into a session
the name of a cookies, which is to be used as session cookie
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the address of the host the client (browser) sends the messages to
the port the client (browser) sends the messages to

Note: The host must be indicated in the form, which is used by the browser to insert the host into the
HTTP header. If e.g. both hostname and IP address are used, then both forms must be entered into the
tables. If thus a computer with the name testcomputer has the IP address 1.2.3.4, then both forms must
be inserted with URL and session cookie into the tables. The browser must use the same form for the
host name for the entire period a session is valid. The conversion of a host name to an IP-address is
not possible at present.

The button Add is used to insert the entered data into the interna tables. The button Del isused to
remove the entry matching the data in the input fields from the tables. The button Show shows the
current contents of the session table (the contents of this table are specified by the session manager
and can not be changed). The button ShowDef shows the contents of the session definition table (those
are the data entered by the user).

The redirector needs the following data:
IP address of the original server
destination port of the origina server
|P address of the final server

destination port of the fina server

The button Add is used to insert the entered data into the internal tables. The button Del isused to
remove the entry matching the data in the input fields from the tables. The button Show shows the
current contents of the redirector table (the contents of this table are specified by the redirector and can
not be changed). The button ShowDef shows the contents of the redirector definition table (those are
the data entered by the user).

L oad Generators

For the demos described so far there are some load generators which create web traffic. The load
generators are not demos by themselves but are used for the described demos.

All load generators have the following input fields:

Destination: Thisfield is used to specify the destination of the requests
Port: Thisfidd is used to specify the destination port

Path: Thisfield is used to specify the file/directory or web service to be used
Count: Number of requests to send

Sleep: Number of millisecondsto wait before the next request is sent

Web Services

The described demos use two simple web services to show redirection of web traffic in the case when
sessions must be considered.

Counting Web Service

This web service maintains a ssimple counter for each session. The counter is incremented by 1 for
each received request.

There are two instances of this web service:
testcgi3.cgi
testcgi4.cgi
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For each request the following result is returned to the requestor:

Call Count = nnnn

ssssss represents the session ID which is generated by the web service for this session. nnnn isthe
number of requests received so far by the web service for this session.

M aze Gener ator

This web service generates different mazes for each session. For each request received from aclient,
part of the maze is returned. It is the responsbility of the client to display the received parts of the
maze.

There are two instances of this web service:
testcgi5.cgi
testcgi6.cgi

The web server returns three different results:

I NI T <col our> <sequence nunber > <wi dt h> <hei ght >
<num col s> <num rows> <cel|l w dth> <cell height>

Thisis the first command returned for a new maze.
<col our > Background colour of the maze.

<sequence numnber > sequence number, this number is incremented for each command
returned by the web server

<wi dt h> Width of mazein pixel
<hei ght > Height of maze in pixel
<num col s> number of columns in maze
<num r ows> number of rows in maze
<cell width>  width of amaze cdl
<cel | height> heght of amaze cell
NEXT <col our> <sequence nunber> <cell xpos> <cell ypos>

<di r> <op>

For each element of the maze one NEXT command is returned.
<col our > Background colour of the maze. Must dways have the same value as
the colour returned with the INIT command.
<sequence nunber > sequence number, must have a value one higher than the vaue
contained in the previous command.

<cel | xpos> X-position of the cdl the command operates on

<cel | ypos> y-position of the cell the command operates on

<dir> type of the element inserted into the cell, different types of horizontal
and vertical rectangles or maze walls.

<op> operation, this can have the values

0: draw a solid block, used to show a path through the maze
1. draw agrey block, used to mark dead ends in the maze
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2: draw the maze walls, <dir> contains the walls

EOF Thisisthelast command for each maze.

Requirements for a demo using the FAIN testbed
There is apreinstalled demo using the FAIN testbed. This demo uses the following testbed nodes:

The active node is located at emsitik.fa (10.0.11.24).
The following nodes are configured as server nodes running apache:

kreechta.fhg.fa (10.0.12.3)
sagan.sag.fa (10.0.10.2)
sagfs.sag.fa (10.0.10.3)
emsitik.fa (10.0.11.24)

The required web services are dready installed and can be used without further activity. The web
server uses parts of the java documentation as static content.

The client node(s) can be placed at any convenient node in the testbed. For the installation of
the necessary |oad generators see chapter Installation and Configuration — Non-Active Node —
Client Node.

To show a demo using the testbed the following step has to be carried out at least once:

Install client nodes as described below in the chapter Installation and Configuration — Non-
Active Node — Client Node. You need at least one client node. The client node should be a
different computer than the computer running the active node (e.g. do not use emstik.faasa
client node).

Before you can show a demo, the following steps should be carried out:
Login asroot to the active node ems.tik.fain a separate window and change to the directory

/homef/fainwsd/promethos/demo. This window is later used to start the demo on the active
node.

Note: To login to the active node you need the root password for emstik.fa

Login to the client nodes, change to the directory <promethosroot>/demo and run some load
generators.

runload3: Run three load generators (PromethosDemoHttpL oad). The load generators do not use
sessions. They can be used for the demos DEMO1 — DEMO6

runload3s: Run three load generators (PromethosDemoSessionLoad). The load generators use
sessions. They can be used for DEMO6.

runload3m: Run three load generators (PromethosDemoM azel oad).
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7.5 Video on Demand

PromethOS is a Linux kernel-space NodeOS for active nodes. It is managed from Execution
Environments (EE) in user space. Since the Virtual Environment Manager (VEM), which isan EE in
user space, is aso concerned with node management issues, an integration of both, VEM and
PromethOS, becomes indispensable for the interoperability of different EE types. The video on
demand scenario demonstrates this integration of VEM and PromethOS. It shows how the VEM
management interface of PromethOS' user space library has been enhanced in order to control
PromethOS.

The ANNSs have been designed to support multiple VES, EEs and EE instances. The scenario
demondtrates therefore a so how PromethOS is supporting multiple VEs and how it is able to
differentiate among the customers by using those VEs. For the scenario, one EE per VE isinstantiated
in kernel space. The EE runs a Wave Video plugin, which scales its functiondity according to the
different requirements of the customer.

7.5.1 Architecture/Setup

The source for the video stream is located at emsitik.faand flows viatik.tik.fa The video receiver is
installed at onizuka.fhg.fa. Between the source and the active node, a high-bandwidth link provides
sufficient bandwidth. The link models a high-bandwidth backbone. The first ANN is statically
configured.

The active network node and the video receiver are connected by two links with dif ferent bandwidth.
The capacities of the links reflect different Service Level Agreements. The active network node is
supposed to adapt the high bandwidth requiring input stream according to the pre-set output capacities
of the output streams.

At boot time, the ANN is running the VEM and the management components of PromethOS. As a
customer request arrives at the ANN, the VEM orders the deployment of aVE, i.e. it assigns resources
to the customer, and it orders the deployment of an EE where the Wave Video scding pluginis
installed.

The request to initiate the service deployment isimplemented by the FAIN-WP4 service specification.
The service specification is parsed and resolved by the Service Creation Engine. The code required for
the Wave Video plugin is fetched from code server and deployed on the ANN.

As a second regquest form a different customer arrives, the ANN creates a second instance with the
same configuration but with different resources assigned to the VE. No additional code fetching is
required anymore, since the code is available from the nodes local cache.

The creation processis fully implemented and controlled by the VEM. As the process completes, the
video source gets asigna to begin with the transmission of the video flows.

7.5.2 Network Setup

Asdepicted in Figure 7-14 the video source is located at emsitik.fa. The video flow is transmitted via
tik.tik.fato onizukafhg.fa and from there to the laptop. The first ANN, i.e. tik.tik.fa, is statically
configured. The main ANN, i.e. the dynamic ANN, islocated at FHG' s onizuka.fhg.fa. The video sink
isa 24 hit capable Linux box. The results of the demonstration are shown by the setup process via
VEM at onizuka.fhg.fa. The video flow will constantly be repeated.
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emstik.fa tik.tik.fa onizukafhg.fa laptop (10.0.12.62)
sender ANN (static) ANN (dynamic) receiver

Figure 7-14: Network Topology for Video on Demand Scenario.
7.6 FAIN Mobility Demonstrator

The “FAIN Dino Park” (i.e. the Mobility Demonstrator) shows load balancing in a mobile
environment, in particular in WLAN networks. Additionaly to state-of -art concepts employed in
WLAN networks on regular basis (e.g. hand-over) FAIN specific load balancing concepts are
implemented that improve the usability of WLAN networks.

The following concepts are demonstrated by this demo:

Use of PromethOS kernel modules for monitoring, routing and bridging in WLAN networks.
Implementation of aload baancing mechanism for WLAN adopted from cellular networks.

On camp-on (when connecting to the system, aclient is rgjected and redirected to
another AP if the tried one is overloaded.)

Pre-emptive load distribution (is load on a specific AP is getting to high, selected
terminals are redirected to other APs which have capacity available.)

Interaction of PromethOS modules by interaction with user space applications, this includes
data exchange, configuration and installation of modules by user space applications.

Application dependent load balancing mechanism.

7.6.1 Architecture/Setup

The generic network topology of our demo is shownin Figure 7-15. The active node used in the
scenarios is a PromethOS Node. The node is responsible for the redirection of WLAN traffic to
different Access Points. In addition it runs the user interface for configuring and monitoring the
PromethOS modules. As Non-Active nodes the scenario distinguishes sender and receiver nodes. The
sender nodes run common web browsers or some other web traffic generator. They are mobile clients
like notebooks or PDAS. The receiver nodes run a normal web server. The scenario uses two nodes of
this type. They play the role of content servers (e.g. static web pages or Web TV).
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Figure 7-15: Network topology used by the demos

7.6.2 Network Setup

The Web servers used in the scenario are located at Berlin (kreechtafhg.fa) and at the ETH
(emsitik.fa). In order use the preinstalled demo using the FAIN testbed, a FAIN Active Node must be
installed at ems.tik.fa. The demos can be shown independent of each other, but it is suggested to show
them in the described order as some demos are based on earlier ones.

Demo 1

This demo shows a load-dependent camp-on. The initial connection to an Access Point is made |oad
dependent. The mobile client scans for best Access points, sends a probe to the one selected, which is
unfortunately overloaded. Thisis transmitted to the WLAN control unit and depending on the load
information the client is rejected and redirected to another access point. By this procedure aload
balancing is affected.

The WLAN Access Controller initiaizes the PromethOS modules as required by the used

functionality of the Access Controller. It inserts the necessary configuration data. The configured data
can be changed at run-time. The demo uses only two clients and one FAIN active node with WLAN
Access Control Unit. The load on the Access Point 1 may be simulated by setting the load parameters
in the WLAN Access Controller directly. In this case a content server is necessary. A second more
elaborated version of the demo uses real data transport over Access Point 1 to trigger the redirection of
the connection attempt of the client. In this version, a content server is required to generate the load..

For each Access Point the current load is shown separately in a User Interface. The User Interface is
used to manipulate the internal load parameters in the WLAN controller, in order to smulate high load
in a smple fashion without having to change to actua load in the network. If aload generator is used
generating network load then the user interface does only show the current load on the different APs.
The load itself is adjusted by a user interface connected with the load generator that allows regulating
the load required.
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Demo 2

This demo starts after the clients have connected to appropriate access points. It shows pre-emptive
load distribution: if load on a specific access point is getting to high, selected mobile clients are
redirected to other access points which have capacity available. The controlling of the access points
load and the redirection is done by the WLAN Control unit. The demo uses only one client, one FAIN
active Node with WLAN Access Control Unit and one content server. The content server provides
WebTV. Requesting WebTV generates the load at one access point (use of WebTV not yet decided

on).
The structure of Demo2 is shown in Figure 7-16.

Figure 7-16: Structure of Demo2

Increase of the load on access point 1 is generated by the load generator. This is done either by an
automatic script controlling the load generator or manually by controlling the load generator viaits
user interface. The user interface connected with the WLAN Access Controller is used to change
criteria used for decison making. Application specific criteria, e.g. thresholds, and priorities may be
set by the administrator of the WLAN access controller.
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8 EVALUATION OF THE ARCHITECTURE AND IMPLEMENTATION
8.1 Evaluation Methodology

The overall god of the evaluation is to give insghts on the ‘level of programmability’ of FAIN. The
programmability is expressed by properties. The evaluation consgts in identifying if these properties
are owned by FAIN and to what expense and extent. In order to avoid exhaustive measurements for
the evaluation and in order to get a fine-grained evaluation, the properties are broken down to sets of
features and performance metrics.

The features and performance metrics apply to distinct operationa planes and at different
level/location layers. Figure 8-1 sketches the relation between ownership and cost of a property’s
feature, depending on the level/location and operationa plane where it occurs.

A Ownership/Cost
Property: P1

Feature: f1
° E.g. F/cost detail described in

®e . Background document.

/ / »L_evel/Location
/e ]

.
' / /

Operationa Plane

Figure 8-1: Evaluation Model for Features and Properties.

Figure 8-2 represents a reference model that describes the relation between the operationa planes and
the level/location layers. Every feature will be evaluated against al locations of the given reference
model. For those locations we distinguish between Management, Control, and Transport planes and
between Network, Node, and Technical Layers.
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\
Network: layer
} Level/Location Layers
Node layer
Technica )
layer Management Plane
Control Plane Operational Planes

Transport Plane

Figure 8-2: Reference Model for Operational Planes and L evel/Location Layers.

Note that the evaluation is not going to compare FAIN networks with other AN networks anymore, as
has been suggested in the D2 document.

8.1.1 Templates and Representation

For the representation of the evaluation (as suggested in Figure 8-2) there is need for meaningful
representation. The objective is to have a uniform and expressive representation of the evauation
results.

The templates, one for each property taken into consideration, provide two abstraction levels. The first
level alows getting a quick overview of the evaluation results, whereas the second is going into more
detail. The expressiveness of the first level is achieved by deploying atagging syntax that already
includes rating information.

The tags that are available for filling in the table are:

F: Fully Implemented (specified and fully implemented)

PI: Partidly Implemented (fully specified but partialy implemented)
S Specified (only specified)

N/S: Not Specified

N/A: Not Applicable

In Figure 8-3 the template form is shown: the first level of abstraction is a table containing for each
property several features and evaluating for each of them their level of “goodness’ in FAIN. For each
entry in the table exists a background document that holds the details of the rating. This background
document represents the second level of abstraction. It contains the following sections:

Terminology/Context: clarifies the meaning of afeature.
Evaluation Methodology: describes briefly how the evaluation has been carried out. This
may contain a short description of performed tests, measurement methods etc.

Evaluation Results: Holds a short description of the results. It's the most important part of
the document.
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Mancktory

Feature A

Optiona

Background Document:

Terminology:

Figure 8-3: Two Level Evaluation Template for Property Types.
8.1.2 CLASSIFICATION OF THE FAIN COMPONENTS

In Table 8-1we propose a classification of the FAIN components according to the scheme proposed in

Figure 8-2. We will refer to this during the evaluation process.

TRANSPORT CONTROL MANAGEMENT
PLANE PLANE PLANE
PromethOS
TECHNICAL PromethOS PromethOS Java
LEVEL GR2000 GR2000 CORBA
(router, node OS) Java Java XML Service Descriptors
XML Mgmt policies
FAIN javaEE FAIN javaEE FAIN javaEE
NODE PromethOS EE PromethOS EE SNAPEE
LEVEL RCF EMS
Transcoder/Duplicator | Security FW Node ASP
Video scaling VEM
ANEP+FAIN opt.
NETWORK Web TV Service DiffServ Service NMS
LEVEL Video Scaling SIP Net ASP
Web Cache Web Cache SNAP activator
RTP

Table 8-1:— Classification of the FAIN components
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8.2 EVALUATION RESULTS

8.2.1 Flexibility
Level 1 Representation

Flexibility is aquite generic property. By this we mean the ahility of a system to change dynamically
its behavior, adapt to new requirements, cope with increases in information volumes and functionality,
and reuse or synthesize its existing services.

Table 8-2:- Tablefor Flexibility Property Type

Property: Flexibility

Transport Control Management
Node Node Tech | Node | Net
Composability F F F
Extensbility F F
Scalability NS NS
Code Loading F
Virtuaization NA

Features

Background Document (level 2)
Composability:

Terminology: Composability allows the system to reuse and recombine its functional
components into forming new services and functiondlity.

Evauation Methodology: we propose to evaluate the “flexibility” of FAIN referring to each of
its components as grouped in Table 2. For each feature we will look in the subset of
components related to each column of the Fexibility table and see whether at least one of
them satisfies it (or was designed to). In the following section we will explain and motivate all
our statements. If we say that the component X satisfies property Y, we will write here why
and how.

Evaluation Results:

Transport plane:
Technical level: The feature isfully implemented at this level. Our Operating System
PromethOS sdtisfies it viaits plug-ins [33].
Node level: The PromethOS/java EEs are composable.

Network level: The N/A, i.e. Not Applicability, is due to the fact that in this group are
Services and Applications, and whether those services are composable or not doesn’'t
help evaluating the level of composability of the FAIN architecture.

Control plane:
Technical level: cf. Transport plane.

Node level: The PromethOS/java EEs are composable; al components that run on a
VEM are composable.
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Network level: The N/A, i.e. Not Applicability, is due to the fact that in this group are
Services and Applications, and whether those services are composable or not doesn’t
help evaluating the level of composahility of the FAIN architecture.

Management plane:

Technical level: cf. Transport plane. Moreover CORBA and XML add to the system
afurther level of composability.

Node level: a thislevel Composability is satisfied by the EMS. [35]

Network level: at thislevel Composability is satisfied by the NM S [36]that, like the
EMS has a composable structure.

Comments. None.

Extensibility:

Terminology: Extensibility allows the system to evolve as new regquirements and services are
needed while these can be introduced and incorporated in the existing system in a seamless

way.

Evauation Methodology: Same as for Composability.

Evaluation Results:

Transport plane:

Technical level: Thefeatureis fully implemented at this level. Our Operating System
PromethOS satisfies it viaits plug-ins [33]

Node level: The PromethOS/java EEs are extensible; all components that run on a
VEM are extensible [VEM]. The functions can be extended by inserting new rules.

Network level: The not Applicability is due to the fact that in this group are Services
and Applications, and whether those services are composable or not doesn’t help
evaluating the level of composability of the FAIN architecture.

Control plane:

Technical level: cf. Transport plane.

Node level: The PromethOS/java EEs are extensible; all components that run on a
VEM are extensible.

Network level: The not Applicability is due to the fact that in this group are Services
and Applications, and whether those services are composable or not doesn’t help
evaluating the level of composability of the FAIN architecture

M anagement plane:

Virtualization:

Technical level: cf. Transport plane. Moreover CORBA and XML add afurther level
of extenghility to the whole system.

Node level: extenshility is satisfied by the EMS by extending PDPs or adding new
ones and PEPs (a deeper explanation is given in [37]). Regarding the Node ASP a
deeper explanation of its extensibility isgivenin [38].

Network level: the NMSis extensble; thisis achieved by introducing new policies
and new functional domains (The NM S use the same extensibility mechanism as the
EMS). The ASP is dso extensible (although thisis mainly specified and not fully
implemented): you may extend services and how you deploy them.

Terminology: Virtualization alows for the partitioning of network resources among different
user communities. This results in supporting more liberal business models and customized
usage of resources.

Evaluation Methodology: Same as for Composability.

Evaluation Results;
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Transport plane:
Technical level: Virtualization for PromethOS was not specified. Java providesiit.
Node level: At thisleve the feature “Virtuaization” is not applicable.

Network level: This feature is not applicable at this level (composed of Services and
applications).

Control plane:
Technical level: see Transport plane.

Node level: At thisleve virtudization is provided (and fully implemented) by the
RCEF. Itstask isin fact to virtualize the resource.

Network level: This feature is not applicable at thislevel (composed of Services and
applications).

Management plane:
Technical level: see Transport plane. Moreover CORBA and XML offer to the
system virtualization capabilities.
Node level: EMS achieves virtudization by creating new management instances.

Network level: the NMS achieves virtualization by creating new management
instances.

Scalability:

Terminology: Scalability refers to the network architecture design and the distribution of the
network functionality in such away that the network can account for increasing volumes of
user requests.

Evauation Methodology: Same as for Composability.
Evaluation Results:
Transport plane:

Technical level: here we refer to the same scaability properties that Linux and Java
have.

Node level: Scalability was not taken into consideration when designing this part of
the architecture.

Network level: The N/A, i.e. Not Applicability, is due to the fact that this group
consists of Services and Applications, and that whether those services are composable
or not doesn't help evaluating the level of composability of the FAIN architecture.

Control plane:
Technical level: same as for Transport plane.

Node level: Asfar as RCF is concerned, resources can be installed up to a certain
limit, we ignore what that limit is.

Network level: The N/A, i.e. Not Applicability, is due to the fact that this group
consists of Services and Applications, and that whether those services are scalable or
not doesn’t help evaluating the level of composahility of the FAIN architecture, e.g.
DiffServ scales not well.

M anagement plane:

Technical level: here we refer to the same scalability properties that Linux, Java,
CORBA and XML have.

Node level: scaahility is satisfied by the node ASP as it was designed as fully
decentrdized. The EMS satisfies scaability viaits extensibility and modul arity.

Network level: the NMSis scalable [36]. The Network ASP is designed as
decentralized and is therefore, scalable.

Code L oading:
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Terminology: Code Loading

Evauation Methodology: Same as for Composability.
Evaluation Results:

Transport plane:

Technical level: Code can beloaded on PromethOS viaeither the PromethOS Control
Daemon or the ASP.

Node level: This property isfully implemented in the EEs.

Network level: This particular property doesn’t make sense at this level: here are the
services that are usually loaded!

Control plane:
Technical level: see Transport plane.
Node level: This property isfully implemented in the EEs.

Network level: This particular property doesn’t make sense at this level: here are the
services that are usudly loaded!

Management plane:
Technical level: same as for Transport plane.

Node level: ASPisused for it, so for it this feature would be NA. In the case of EMS
anyway the possibility to download code viathe ASP has been specified. Asfar asthe
WP3 code is concerned, this feature has been fully implemented.

Network level: Inthe case of NMS code loading is alittle bit like extensibility.

8.2.2 Security

Level 1 Representation
Evauation of FAIN security architecture covers issues like

what security features are provided in FAIN ANN?

how and where are they provided?

What “level” of security do these features provide?

how does FAIN security architecture compare against other existing approaches?

how does FAIN security architecture perform (in an experimental test-bed environment)?

The evaluation is qualitative and quantitative. Comparing different security architectures directly, i.e.
in a quantitative manner, in order to say the least is difficult. The same applies even for quantitative
evaluation of a single security architecture, since it is hard to define sensible criteriafor the
"measurement” of security in a system. Thus, the FAIN security architecture is mostly evaluated in a
qualitative way, athough we gtrive to give some measurement results mainly on performance
overhead aspects.

Quadlitative evaluation covers the firgt four questions posed. It is based on the analysis of FAIN
security architecture with regards to a set of security features/requirements restricted to high-priority
security requirements as defined in D2, ([27] on page 70). This should give an overall sense of what
"level" of security is provided within FAIN.

The table then gives the reader a comprehensive view of the level of security provided by FAIN (or
other AN) based on four sets of information for every security feature:
1. presence of the feature in the transport, control, and management planes

2. operation of the feature, i.e. whether it operates locally on the active node or it demonstrates
network wide behavior

3. which technology is the feature based on
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4. nature of the feature, describing the level of security this feature provides by specifying what
it protects against and how does it implement the protections

Asmentioned, it is hard if not impossible to define security evauation criteria, which can be measured
in an experimental set-up. However, even though we can not measure the level of security, it may be
interesting to measure the sheer performance aspects of security, i.e. he performance overhead
incurred when security mechanisms are activated.

Table 8-3: - Tablefor Security Property Type

Property: Security

Transport Control Management
Tech | Node | Net | Tech | Node Tech | Node | Net

Features

Authentication PI F Pl F Pl
Authorization Pl F Pl F PI
Enforcement Pl Pl F
Integrity Pl Pl F
Audit S S
Verification Pl Pl

Background Document (level 2)

Authentication:

Terminology: Authentication allows the system to securely verify the identity of a principal.

Evauation Methodology: This feature has been evaluated in two respects. Firstly, we estimate
to what extent this feature has been provided within the FAIN active node (prototype). Thisis
depicted in Table-2. Secondly, based on the experimental measurements with the FAIN
security architecture prototype, we have tried to estimate the performance overhead imposed
by this feature. The later part can be found in the performance section on page 158.

Evaluation Results:
Transport plane, Control plane, and Management plane:

Technical level: Thisfeature has been partially implemented; in transport and control
plane of PromethOS and GR2000 authentication is not supported.

Node level: Strong authentication has been provided based on digita signatures,
symmetric cryptography, and SSL protocol. Digita signatures provide end-to-end
authentication for active packets which can be authenticated on every node that the
packets traverse. Symmetric cryptography provides per hop authentication between
peer nodes exchanging packets and can be used for inter node communication. SSL
based authentication is used with CORBA to authenticate management sessions to the
node.

Network level: Strong authentication is based on the supporting PKI infrastructure
and the protocol for credentials exchange between neighbor nodes and credentials
cache on the nodes.

Authorization:

Terminology: Authorization decides whether requested action by a principa shall be alowed
or denied.
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Evauation Methodology: We estimate to what extent this feature has been provided within the
FAIN active node (prototype).

Evaluation Results:
Transport plane, Control plane, and Management plane:

Technical level: This feature has been partialy implemented: in transport and control
plane of PromethOS and GR2000 authorization is not supported

Node level: A dedicated, central SBB has been developed, which is responsible for
making authorization decisions for every critical operation within the FAIN node.
Authorization engine, example policy engine, set of credentials with authorization
data and related keystores with private keys and example security policies were
provided

Network level: Authorization is based on the supporting infrastructure, such as
Attribute Authorities, which are responsible for granting credentias to users. The
management system ARC (Access Rights Check) Component has support for it. It
validates an incoming request, a policy, against a particular schema. Each principal

has associated one. Each schema contains what the principa can do. This schemaisin
fact an XML Schema.

Enfor cement:

Terminology: Enforcement acts upon the authorization decision, i.e. it either alows or denies
the execution of principa’s request.

Evauation Methodology: We estimate to what extent this feature has been provided within the
FAIN active node (prototype).

Evaluation Results:
Transport plane, Control plane, and Management plane:

Technical level: Each FAIN subsystem implements its own enforcement engine. This
feature has been partialy implemented for the security subsystem: in transport and
control plane of PromethOS and GR2000 enforcement is not supported.

Node level: Enforcement was integrated with the node management system which
implementation of components include the enforcement engines and mechanism
implemented with CORBA interceptors that pass the necessary information about
accessing subject to the object being accessed. Access to every component interface
can be controlled by accessing Security manager authorization interface. This
interface invokes authorization engine and if necessary policy engine. At EMS the
ARC component checks if the incoming request is valid and denies execution of the
unauthorized requests

Network level: Mechanisms have been specified and partialy implemented, which
control the network-wide use of resources by the user. Asin the case of the EM S there
is one ARC component that checksiif the principal is authorized to do what it's
described ingde his request, the policy.

Integrity:

Terminology: Integrity enables the system to detect any modifications of the information in
transit over the network by unauthorized adversaries.

Evauation Methodology: This feature has been evaluated in two respects. Firstly, we estimate
to what extent this feature has been provided within the FAIN active node (prototype).
Secondly, based on the experimental measurements with the FAIN security architecture
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prototype, we have tried to estimate the performance overhead imposed by this feature. The
later part can again be found in the performance section on page 158.

Evaluation Results:

Transport plane, Control plane, and Management plane:
Technical level: Thisfeature has been partialy implemented: in transport and control
plane of PromethOS and GR2000 integrity is not supported.

Node level: Hop-by-hop integrity is provided based on a keyed hash function, when
packets need to be modified at FAIN ANNSs en route

Network level: End-to-end integrity is either provided with digital signature (when
packets are not modified en route) or can be incurred from per-hop protections, when
packets are processed at ANNS.

Audit:
Terminology: Logging alows the system to keep atrail record of security relevant (and other)
events within the system and enables later analysis and assessment of security critical events.

Evauation Methodology: We estimate to what extent this feature has been provided within the
FAIN active node (prototype).

Evaluation Results:

Transport plane, Control plane, and Management plane:
Technical level: This feature has been specified.
Node level: Thisfeature has been specified.
Network level: This feature has been specified.
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Verification:
Terminology: Verification alows the system to dynamically assess the safety of the active
code before executing it.

Evauation Methodology: We estimate to what extent this feature has been provided within the
FAIN active node (prototype). Thisis depicted in Table-2.

Evaluation Results:
Transport plane, Control plane, and Management plane:
Technical level: Thisfeature has been partialy implemented:

Node level: Code verification is based on the digital signature of the trusted third
party, which performs the code safety assessment. Verification of the in-band code
with the use of digital signature mechanism and program fingerprint for security
critical datain program has been implemented in Active SNMP system.

Network level: Code verification is based on support infrastructure, such as trusted
code servers.

8.2.3 Interoperability
Level 1 Representation

The interoperability property is assessed (evaluated) by checking the interoperability between severa
system components of a FAIN node or network infrastructure. For instance, we envision to check
interoperability between de-multiplexers, resource control software, security software and virtua
environment software.

Table 8-4:- - Tablefor Interoperability Property Type

Property: I nteroperability

Control Management

Tech Node

Transport
Tech Node

Features

Tech Node Net Net

Security

Interop

NS

F

F

F

F

F

F

F

VE Interop
EE Interop
Mgmt interop

NA
NA
NA

=
S

NA

NA
NA
NA

Background Document (level 2)

EE Interop:

=
S

NA

Pl
NA
NA

NA
NA
NA

=

F

S NA

NS

Pl

Terminology: Allows to evauate the interoperability of two execution environments, basicaly
means for an EE to call services offered by another EE.

Evauation Methodology: Collect means offered by an EE to call its services from another EE.

Evaluation Results: This also depends on the willingness (by design) to provides such

functions. For speciaized EEs (for example, management environment), this could be
voluntarily limited to avoid problems. Therefore, different shades of results are possible.

Transport plane:
Technical level: Not Applicable.
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Node level: SNAP EE to Java EE and Java EE to PromethOS EE interoperability (i.e.
FAIN EEs interoperability) on the same Node may exist due to the fact that al the
EEs use the ANEP encapsulation protocol.

Network level: Not Applicable
Control plane:
Technical level: Not Applicable

Node level: SNAP EE to Java EE and Java EE to PromethOS EE interoperability (i.e.
FAIN EEs interoperability) on the same Node may exist due to the fact that al the
EEs use the ANEP encapsulation protocol.

SNAP to Java interoperability on data path may a so be extended to the control path
Network level: Not Applicable

Management plane:
Technical level: Not Applicable

Node level: cf. transport plane. The EE interoperability is ensured by common node
level management APIs.

Network level: Not Applicable

Comments: Note that the results of this evauation (as many others) is not for quantification
(can be hardly done, and not necessarily useful), but to assess its use (i.e. the type of
gpplicationsiit is better suited for).

Security Interop:
Terminology: Allows to evaluate the interoperability of two security services, especiadly those
running on different nodes.

Evauation Methodology (Hint): Check the results of the processing of security measures
carried by packets. For example, the result of authentication triggered by a packet on security
service A should be the same as if the authentication was performed by security service B.

Evauation Results:
Transport plane:
Technical level: holds for Java only
Node level: appliesfor al entries of table 2
Network level: --
Control plane:
Technical level: applies for Java and weakly for PromethOS and GR 2000
Node level: should gpply for dl
Network level: applies for the ANEP +FAIN opt and the DiffServ Services
M anagement plane:
Technical level: holds for the XML Service Descriptors and the XML Management
policies
Node level: appliesfor al entries at this point except for EMS and ASP
Network level: appliesfor the SNAP activator only
VE Interop:

Terminology: Relates the interoperability between two virtual environmen (i.e. the possbility
for components running on these VEs to interact), whether they run on the same node or on
different nodes.
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Evauation Methodology (Hint): Collect means offered by FAIN VE interfaces to invocate
services from another VE.

Evauation Results (Note): This can give different shades of results ranging from “null”
(impossible to call services from another VE) to a subset of services. But it seems hard to
alow al servicesto be called from the outside, for confidentiaity reasons. A mgjor goa of
VEsisto isolate stakeholders ...

Transport plane:
Technical level: Not Applicable

Node level: only privileged VE to VE interoperation, privileged VE inherits CORBA
interoperability, VEs interaction is possible based on the DeMUX.
Same like EE properties. C.f. EE interoperability.

Network level: Not Applicable
Control plane:

Technical level: Not Applicable

Node level: cf. EE interoperability

Network level: CORBA isused for VE control messages
Management plane:

Technical level: XML service descriptors are the base technology used in different
components in FAIN. The description of a service may provide interoperability
between components understanding and using the same description.

Node level: ASP viathe same service descriptions [41]. EMS is used to manage VEs
on the node.

Cf. EE interoperability, same as EE properties.

Network level: Net-ASP for service deployment via XML service descriptors [41].
NMS is used to manage VEs across the network, Virtual Network ID is used to define
VEsto interact

M anagement System | nteroper ability:

Terminology: interoperability between different management systems.

Evaluation Results:
Transport plane:
Technical level: Not Applicable
Node level: Not Applicable
Network level: Not Applicable
Control plane:
Technical level: Not Applicable
Node level: Not Applicable
Network level: Not Applicable
Management plane:
Technical level: Not Applicable
Node level: Not Specified.

Network level: FAIN management systems in different domains communicate usng
RMI. A protocol describing the service agreement has been partialy specified [39)].
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8.2.4 Openness
Level 1 Representation

Opennessrefersin alarge sense to severa criteria, typicaly the availability of application
programming interfaces and facilities to use different specifications and implementations of same
service functionality, e.g. format for management policies.

Table 8-5: - Table for Openness Property Type

Property: Openness

Transport Control M anagement
Features Comments

Tech Node Net [ Tech Node Net || Tech Node Net

Application
Programming
Interfaces
(API)

Open System
Services

(OSS)

Appliesfor
PromethOS

and WP4

Background Document (level 2)
APIs:

Terminology: Relates the availability of APIs offered by the system. APIs can be defined at
the application level (for example, a service provider could offer APIsto its clients), at the
network level, and at the node level (VE, EE, system services interfaces).

Evauation Methodology (Hint): Assess system design choices and implementations.
Evaluation Results:

Transport plane:

Technical level: PromethOS is open source and can be downloaded at
http://www.PromethOS.org. The APIsare dl clearly defined and well-documented
and open to modification.

Node level: API are specified for the most of the components at this level

Network level: API are specified for the most of the components at this level
Control plane:

Technical level: cf. Transport plane.

Node level: API are specified for the most of the components at this level

Network level: APl are specified for the most of the components at this level
M anagement plane:

Technical level: cf. Transport plane

Node level: API are specified for the most of the components at this level

Network level: API are specified for the most of the components at this level

OSSs:

Terminology: Possibility to use different specifications and implementations of the same
functionality.
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Evauation Methodology: Assess system design choices and implementations.
Evaluation Results:
Transport plane:
Technical level: Not Applicable
Node level: Not Specified
Network level: Not Specified
Control plane:
Technical level: Not Applicable
Node level: Not Specified
Network level: Not Specified
Management plane:
- Technical level: Not Applicable

Node level: Policies are akind of open interfaces given in different formats, e.g.
COPS (in FAIN we make use also of different formats, the concept here expressed
remains anyway the same).

Both public and extensible interfaces apply for the ASP, e.g. XML service descriptor
and IDL (both open standards). Chameleon, experiences with modifications and
adaptations.

Network level: cf. Node Level.

Portability

Level 1 Representation

Portability is akey system property for the implementation of active services: it determinesif it is
feasible to dynamically run the same program on several nodes or node service environments. We can
distinguish three key feature of this property: the possibility to run an active code over different VEs
within a node (called context switching), the possibility to run an active code over different EEs within
the same node (run-time facility), and the possibility to run a same active code on different nodes
(program migration).

Table 8-6: - Tablefor Portability Property Type
Property: Portability
Transport Control Management
Tech Node Net [ Tech Node Net [ Tech Node Net

Features

Run-time NS

Facilities

Context
independency

Background Document (level 2)
Run Time Facilities:
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Terminology: Is code built for a specific run-time platform able to run on another run-time
platform without any modification.
Eval uation Methodology: Assess system design and implementation choices.
Evaluation Results:
Transport plane:
Technical level: PromethOS plugins run on the PromethOS platform only.

Node level: every FAIN node (either type A or C) offers the same API to the code
running on them. In this way the same code may run on the different node types
without need for modification (in this case the portability is limited to the same EE).

Network level: NS
Control plane:
Technical level: PromethOS plugins run on the PromethOS platform only.

Node level: every FAIN node (either type A or C) offers the same API to the code
running on them. In this way the same code may run on the different node types
without need for modification (in this case the portability is limited to the same EE).

Network level: packets may be executed in other networks, the java code can be
executed on other virtual machines on different platforms and the ANEP header is
known.

Management plane;
Technical level: PromethOS plugins run on the PromethOS platform only.
Node level: every FAIN node (either type A or C) offers the same API to the code
running on them. In this way the same code may run on the different node types
without need for modification (in this case the portability is limited to the same EE).

PDPs are portable to different PEPs, because PEPs offer the same interface. PEPs are
portable across different FAIN nodes (type A or C).

The ASP uses Java, OpenORB, and other dependencies (Node Management
Framework). Management Components are not compatible with the Node
Management Framework cannot be deployed directly with the ASP yet. But the ASP
is used to transport the code from the Service Repository and I€ft it in the local service
repository, the one located in each management station. For this particular case the
installation and instantiation is done by the Management Framework.

Network level: For the network ASP what we said regarding the ASP remains valid.
The ASP uses Java, OpenORB, and other dependencies (Node Management
Framework). Management Components are not compatible with the Node
Management Framework cannot be deployed directly with the ASP yet. But the ASP
is used to transport the code from the Service Repository and Ieft it in the local code
repository, the one located in each management station. For this particular case the
installation and ingtantiation is done by the Management Framework.

Context independency:

Terminology: I's a specification done for a specific virtua environment able to run within the
context of another virtual environment without any modification.
Evauation Methodology: Assess system design and implementation choices.
Evaluation Results.
Transport plane:
Technical level: Not Applicable
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Node level: Not Applicable

Network level: Not Applicable
Control plane:

Technical level: Not Applicable

Node level: Not Applicable

Network level: Not Applicable
M anagement plane:

Technical level: Not Applicable

Node level Service or policy descriptions are understood in different context. The
universal service descriptor can be applied to services supposed to run in different
EEs. The high level description can be trandated into different low level
implementations and downloaded by the ASP to the actua EE. Through the
description, the service becomes portable across different EEs.

ASP deploys different services throughout EEs independently on node type and EE
type.
Network level: Service or policy descriptions are understood in different context.

Network ASP deploys different services throughout EEs independently on node type
and EE type.

8.2.5 Performance

Performance

Unlike the other properties listed in the previous sections, the performance property has been
introduced to enable quantitative-measurements.. The evaluation results cannot be interpreted without
the context of their measurement, therefore the abstraction of alevel 1 representation and a
background document, as proposed in the evaluation framework, has not been applied to the
evaluation of the performance. The results of the performance evaluation are directly given in the
extensive background document style.

Throughput in User Space (DeMUX System):

Terminology: Evaluates the throughput for packet handling at the node and network level,
which (for active networks) does not only depend from bandwidth and packet forwarding
performance at nodes, but also from de-multiplexing, packet processing, performance (?), VE
management function and control functions related to the execution of multiple concurrent
EEs, etc.

Evaduation Methodology:

Figure 8-4 depicts the test system used to evaluate the DeMUX performance. The test system
is composed of two nodes. One is for sending flows and the other is an active node where is
installed the demultiplexing function. The connection between the two nodes is a 100Mbps
Ethernet. As shown in the Figure 8-4, multiple sender programs can be instantiated in the
sender node. On the other hand, multiple receiver programs can be instantiated in the active
node. In addition, to evaluate the performance of the DeMUX, especialy data transmission
performance from the DeMUX program to service program, a shaper program is instantiated
for each flow that is sent by each sender program.
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Sender Node Active Node

Sender(1) » Shaper(1) Receiver(1)

Sender(2) |- - 4 - - = L 3] Shaper(2) L= Receiver(2)

Sender(3) |- =4+ - - = + » Shaper(3) - — Receiver(3)
DeMUX

Figure 8-4: DeMUX Test System

shows a specification of the packet sender. The sender is able to send bit rates from O to 2
Mbps. The packet size can be set from 0 to 5kByte. In addition, shows specifications of the
active node. The DeMUX program isimplemented in a Linux box with 750MHz CPU,
128Mbyte RAM and a 100Mbps LAN card. One of the important functionsis the I ptables,
which is the component to transmit data from kernel to user space.

Table 8-7: Specification of the Packet Sender

Sender Program Bit Rate Packet Size

Specification 0 - 2Mbps [250kByte/sec] 0 - 5k Byte

Table 8-8: Specification of the Active Node

No. Item Specification
1 CPU Intel Pentium 111, 750MHz
2 Memory 128Mbyte
3 Operating System Linux, Kernel 2.4.2
4 Network Card 100Mbps Ethernet
5 I ptables 1.2.6a

The evaluation of the DeMUX was performed on a dynamic Shaper component asillustrated
inthe . The Shaper component requests the Channel Manager to create a new data channel.
The Channel Manager creates the new Data Channel and configures the Netfilter.
Furthermore, it dynamically connects the Data Channel to the Shaper component. Then the
Netfilter intercepts a packet data that matches one of the conditions, and transmits it to the
Channel Manager. Upon receipt the Channel Manager retransmits the packet data to the
Shaper through the Data Channel. The Shaper can change the data rate and send back the data
to the Data Channel. After receiving packet data from the Shaper, the Data Channel sends it
back to the outside network through the Netfilter.
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Figure 8-5: System Diagram for Demultiplexing Evaluation

Before starting with the evaluation of the DeMUX system the performance of the default
system as depicted in  has been evaluated. The specification of the active node is shown in the
and the settings of the sender node are shown in the .The default performance of the data
transmission between the sender node and the active node was evaluated by increasing the
bandwidth of the sender flows. Since the sender program could only send up to 2Mbps by one
flow, multiple flows were used to obtain bandwidths higher than 2Mbps. The sender node
managed to send about 20Mbps data and the active node managed to receive them. The
20Mbps bandwidth was composed by ten-2Mbps data flows. At that time, 500 |P datagram
packets were sent per second. Further measurements showed that 20M bps was a performance
limit of the sender node.

Sender Node

Sender(1)

Sender(2)

Sender(3

Active Node

Receiver(1)
Receiver(2)

Receiver(3)

Receiver(n)

Figure 8-6: Block Diagram of the Default Data Transmission

Table 8-9: Specification of the Sender Node

No. Item Specification
1 CPU Intel Pentium I11, 850MHz
2 Memory 256Mbyte
3 Operating System Linux, Kernel 2.4.2
4 Network Card 100Mbps Ethernet

Bit Rate Perfor mance Evaluation of the DeM UX
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The performance of the DeMUX was evauated by increasing the bit-rate of the flow from the
sender node. A specification of the flow that was used in the evaluation is shown in the . When
the DeMUX tried to receive over 6Mbps data the receiver experienced packet loss. The
DeMUX can therefore handle about 6 Mbps data flow. The localization of the exact
performance was difficult since the measurements lacked of an accurate sender.

Table 8-10: Specification of the Flow that is 5SkByte long data

How Bit Rate Packet Size IP Packet Interval Remark

Specification 0 - 2Mbps 5kByte 0 - 50 packet/sec Fragmented

| P Datagram Packet Rate Performance Evaluation of the DeMUX

In addition to the previous experiment, the performance of receiving I P datagram packet was
evaluated. A specification of the flow that was used in the evaluation is shown in the . The
length of the IP datagrams was 1kByte long. In this case, maximum bit-rate of one flow
resulted with 400kbps. When the DeMUX tried to receive over 1.2Mbps data, packet |oss
occurred even if the bit rate was under 6Mbps. The condition of 1.2Mbpsis realized by three
400kbps flows. In this case, 150 IP datagram of the size of 1kByte were send per second. The
DeMUX can therefore handle about 150 | P datagram packets per second.

Table 8-11: Specification of the Flow that is 1kByte long data

How Bit Rate Packet Size IP Packet Interval Remark

Specification 0 - 400kbps 1kByte 0 - 50 packet/sec Not Fragmented

| P Packet Rate Perfor mance Evaluation of the DeM UX

As afina experiment the performance of receiving an |P packet, which is not an IP datagram
packet, has been evaluated. This was done to investigate | P fragmentation. The IP datagrams
had the size of 2.5kByte as shown in . The maximum bit-rate of one flow results in IMbps.
When the DeMUX tried to receiver over 3Mbps data, the receiver program detected packet
loss. The condition of 3Mbsiis realized by three IMbps flows. In this case, 150 IP datagram
packets per second were sent. In other words, about 250 | P packets of the length of 1.5kByte
were sent per second. According to these three experiments, the DeMUX can handle about
150 IP datagrams and it seams that the influence of fragmentation can be neglected.

Table 8-12: Specification of the Flow that is 2.5kByte long data

How Bit Rate Packet Size IP Packet Interval Remark
Specification 0 - 1IMbps 2.5kByte 0 - 50 packet/sec Fragmented
Reaults.

According to these three experiments, the DeMUX can handle about 150 | P datagram packets
per second or put it in another metric, the DeMUX can handle about 6Mbps data at least. In
these evaluations, even if the receiver program detected the packet loss, an exact program that
discarded packet was not investigated. Therefore, to obtain a more detailed and accurate
evauation of the DEMUX performance, further tests may have to be run.
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Response Time:

Terminology: Evaluates the network and note response time for different control and
management operations. For example, how long it takes to install anew service (VE, EE at
involved nodes, initial code needed, €tc.).

Eva uation Methodology: In order to perform the evaluation we set up a VAN for deploying a

particular service. We are going to measure:

1
2.
3.

Bootstrap time of NMS, and EMS
Time required for generating the appropriate NL policies for setting up a VAN.
Time required for creating aVAN
a. Timefor deploying functiona domain (NMS - QoS PDP/PDP)
b. Timesrequired for enforcing the corresponding element level policies through its
appropriate EMS. (Time for creating a VE by mean of policies).
i. Timefor deploying functional domain (EMS - QoS PDP / AN-Service
PEP)
Time required for activating a VAN
c. Timefor deploying functiona domain (NMS- Delegation PDP/PEP)
d. Timerequired for enforcing the corresponding element level policies through its
appropriate EMS. (Time for activating a VE by mean of policies).
i.  Time for deploying functiona domain (Delegation PDP)
ii. Timefor activating VE.

maladeta.upc.fa

NMS

Net-ASP
Net-Code-Repository
Net-Naming-Service
EMS EMS
Node-ASP Node-ASP
AN AN

santana.upc.fa kubrick.upc.fa

Figure 8-7: Topology for Evaluation Measurement

illustrates the topology used and where the systems used are located. All the measurements
taken might vary depending on:

How the network topology used is? (Bandwidth, delay of links
Where the systems are located?
How much loaded is the system?

Copyright @ 2000-2003 FAIN Consortium May 2003



Deliverable Title Page 163 of 171

santana.upc.faisaPentium IV 1.5 GHz with 500 MB RAM.
kubrick.upc.fais a Pentium Il 666 MHz with 378 MB RAM.
maladeta.upc.fais Pentium 166 MHz with (it acts as alegacy router)
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Evaluation Results:

Bootstrapping
NM S EM S-santana EM Skubrick
4911 4908 3285
6059 6011 3273
Table 8-13: Bootstrapping M easurements
Comments:

As can be seen in santana.upc.fa has more load than kubrick. This explains why the same
process of bootstrapping the EMS is bigger in santana than in kubrick.

NMS:
SM VAN Creation VAN Deploy Functional Domain
Generate Activation At NMS
Policies 00S Dig
1481 41607 56619 1012 175
1072 36121 51127 946 336
Table 8-14: NM 'S M easur ements
Comments.

The measurements done have been taken under a different situations. For the 1% trid we
decided to remove all data from the local code repository (i.e. Service Descriptors ad
packages of services). This is the reason why in the 2" trid, the required time for activating a
VAN is not affected by the delay associated to retrieve the Service Descriptors and the
corresponding java packages from the net service registry and the network code repository.

EM S santana
Deploy Policy Deploy Functional Domain
QoS Dlg | QoSPDP* Service PEP™ Dlg PDP
19697 | 10776 6187 4594 167
18007 | 10375 5015 3567 149
1410 5097 0 0 0

13 The given timeincludes the time required for deploying the Service PEP.

1% The Service PEP consists of two components the QoS and Delegation of Access Rights PEP, which will be
deployed of the PV E and bound together.
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Table 8-15: EM S-santana M easur ements

EMS — kubrick
Deploy Policy Deploy Functional Domain
QoS Dlg | QoS PDPError! Service PEPError! | DIg PDP
Bookmark not Bookmark not
defined. defined.

10922 7734 6069 5293 200
9862 7906 5089 4338 185
1741 7326 0 0 0

Table 8-16: EM Skubrick measurements
Comments:

This evaluation has been done by applying a3° trial. The I and 2™ were done just after the
bootstrap of the management system. Under these circumstances only the ANSP Proxy
component and the PDP Manager component of the ANSP instance were running. Another
thing to consider was that as soon as the deployment of the QoS functional domain is
triggered, the QoS PDP will be deployed on the management station and the Service PEP will
be deployed inside the Privileged Virtua Environment located in the AN.

The time to deploy an element level QoS Policy for creating a VE for the 1% or 2" trial are
bigger than for the 3 trial. The reason is that in the 3¢ trial there is no delay associated to the
extension of the management system, i.e. the QoS Domain and the Service PEP are already
running on the system so there is no need for triggering their deployment.

The same does not apply for the deployment of the Delegation of Access Rights. Due to that
the delay associated to deploy a Delegation of Access Rightsis lower than for the QoS PDP,
since the delegation of access rights PEP was already deployed during the deployment of the
service PEP.

The time for deploying an element level Delegation of Access Rights for activatingaVE is
bigger that the time required for deploying a QoS policy for creating a VE. Thisis dueto the
fact that during the creation of the VE we only allocate the resources required but during the
activation of the VE the aready alocated resources must be created, which is an operation that
requires more time.

PromethOS Performance Evaluation on Wave Video Plugin

We evaluate the performance of our Wave Video plugin on our active node, which isa
Pentium 111 PC running at 800 MHz. In order to allow for very accurate measurements, we use
the Pentium's processor clock register TSC which isincremented on every CPU cycle.
Measuring CPU cycles provides a certain degree of independence of the CPU speed but
depends on the architecture and release of the CPU, i.e. it is obvious that a CPU running at
double the frequency can spend much more time to handle packets; however, executing an
assembler ingtruction like a register-to-register move instruction requires only one CPU cycle
on a specific CPU release, for example. However, measuring CPU cycles and providing a
meaningful explanation is extremely difficult in a commonly used operating system since
every operating system internal states (like memory management issues) may have a
significant influence on the measured value.
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O—=0)

Figure 8-8: Network for performance measurements

Of interest to our measurements are the CPU cycles spent in the PromethOS framework when
aWave Video packet flows aong IP network stack at the active node R (). In our experimental
setup, we configured PromethOS and the Wave Video plugin such that the plugin is attached
to the PRE-ROUTING hook of the Netfilter framework. The relevant objects for these
measurements are depicted in Figure 8-9.

Plugin entry Flugin Flugin exit

PromethOS table entry FromethOs PromethOS table exit
table

-

tplugin

1F input __| _ 1 1F output

&
)

Tishle

Figure 8-9: Evaluated Components

We measured the number of CPU cycles spent in the PromethOS table, in the Wave Video
plugin, in anull plugin and without plugin. Transmitting the Foreman-video leadsto
approximately 17000 packets that need to be processed by the Wave Video plugin.

Components measur ed Cycles consumed
T plugin
Always 795
Regular 508
T table
Fugin-aways 1460
Pugin-regular 1158
Null A74
Empty 156

Table 8-17: PromethOS M easur ements
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provides an overview of measured CPU cycles. The time spent in the Wave Video plugin is
referred to as t plugin; the time spent in the PromethOS table as t framework. For testing
purposes, we also measured a Null-plugin, a plugin without functiondity, of which we refer to
the cycles used by section null inthet table list of figures; the section "empty" refers to the
configuration where no plugin was ingtaled in the PromethOS framework.

For the Wave Video plugin two numbers of CPU cycles are provided depending on whether
adjustments to the Wave Video filter tables are required or not. Note that the filter tableis
recomputed at fixed intervals (currently each 100 ms). We refer to the configuration where
every arriving Wave Video plugin leads to a re-computation of the Wave Video filter tables
with the index (extension) "dways'. The regular configuration of the Wave Video plugin, in
which afilter table adjustment takes place only every tenth of a second, isreferred to by the
index (extension) "regular”.

In the regular case, we achieve aminimal requirement of 508 CPU cycles for the Wave Video
plugin; on our active node this is equivaent to approximately 635 ns per packet. The
PromethOS table requires additional 650 CPU cycles.

To estimate the overhead created by the PromethOS table itself, the PromethOS framework
was run "empty" and with the null plugin. Calling the empty PromethOS table consumed 156
CPU cycles. This figure indicates the cycles consumed to run through the empty list at the
PRE-ROUTING hook.

Cadling the null plugin requires 474 cycles. This figure leads to the indication that the

overhead created by the PromethOS table is mainly due to the design of Netfilter and, since
PromethOS seamlesdly fits into the Netfilter framework, of PromethOS itself which make use
of severd indirect function calls.

Referring to the measurement resultsin , PromethOS proved to create little overhead.

Authentication (Perfor mance):

Terminology: Authentication allows the system to securely verify the identity of a principal.

Evauation Methodology: This feature has been evaluated in two respects. Firstly, we estimate
to what extent this feature has been provided within the FAIN active node (prototype). Thisis
depicted in Table-2. Secondly, based on the experimental measurements with the FAIN
security architecture prototype, we have tried to estimate the performance overhead imposed
by this feature. The later are presented below.

Evaluation Results:
Transport plane, Control plane, and Management plane:

Node level: Initid performance measurements shows, that the node can process over
7000 active packets in the case of per hop authentication. Using digital signatures
based authentication the node can authenticate data origin of 570 active packets,
including the overhead of packet decoding and vaidating a certification path. With
credentials caching 1700 authentications can be performed.

Measurements were done on commodity PC, with Intel P4 2.2 GHz processor, 512
MBit RAM, Red Hat Linux 8.0, kernel 2.4.18-14, Java SDK 1.3.1 3, Bouncy Castle
cryptolibrary version 1.17 and network node related FAIN code. Digital signature
agorithm was RSA encryption with SHA-1 hash, key size 768 bits, X.509 certificates
were signed with RSA encryption with MD5 hash, key size 1024 hits, certification

path length was 1. In the case of per hop authentication we have used HMAC -SHA-1
as keyed hash.

Integrity (Performance):

Terminology: Integrity enables the system to detect any modifications of the information in
trangit over the network by unauthorized adversaries.
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Evauation Methodology: This feature has been evaluated in two respects. Firstly, we estimate
to what extent this feature has been provided within the FAIN active node (prototype).
Secondly, based on the experimental measurements with the FAIN security architecture
prototype, we have tried to estimate the performance overhead imposed by this feature.

Evaluation Results:
Transport plane, Control plane, and M anagement plane:

Node level: Hop-by-hop integrity is provided based on a keyed hash function, when
packets need to be modified at FAIN ANNSs en route. Experimental measurements
indicate that validating integrity represents 12% of the total packet processing cost on
the FAIN node. Testing environment was the same as specified in authentication
description.

Network level: End-to-end integrity is either provided with digital signature (when
packets are not modified en route) or can be incurred from per-hop protections, when
packets are processed at ANNS. The cost of integrity provisioning for the static part of
the packet that doesn't change in the network the same results apply as in the case of
authentication. In the case when the cached credentials are used integrity validation
represents 52% of the packet processing costs.
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9 CONCLUSIONS

The presentation in this document serves to assess and justify the main claims that the FAIN project
has in the area of research and development in active network technology.

Claim 1. FAIN has produced and demonstrated a novel architecture for an active network node, which
implements the concept of avirtud environment and the smultaneous use of multiple execution
environments of different types to enable a very flexible, dynamic creation and deployment of

services.

The judtification of this claim has been shown by successful demonstration of a series of complex
gpplication scenarios, each involving on-demand deployment of a service and the execution of an
application using such services.

Claim 2: FAIN has produced an architecture which is capable of supporting active services on three
different planes, where each plane has different requirements in terms of flexibility and performance.
The three planes are the transport plane, the control plane and the management plane.

Claim 2 has been shown to be justified by the fact that FAIN enables different EE types to interoperate
and jointly participate in the provisioning of a complex distributed service. High performance

transport plane functions are supported by the PromethOS execution environment, while medium

speed, but highly flexible control functions may be redlized in a Java- or CORBA -based execution
environment. Active functions in the management plane and their interaction with the other planes

have been shown to be possible with a policy-based management approach, where executable policies
fulfill the requirement of flexibility in this plane.

Claim 3: FAIN has devel oped a service description and deployment approach, which is independent
of the specific type of platform on which service components are executed.

Claim 3 has been fulfilled by a using a platformindependent service specification, which determines
the service to be deployed in an active node. Services may be complex aggregates consisting of
several components that interoperate among each other and across execution environment boundaries.

Claim 4: The FAIN architecture, design and implementation fulfils the evaluation criteria of
flexibility, security, interoperability, openness, portability and performance to a high degree.

Claim 4 has been shown to be justified by the extensive discussion of why these criteria are fulfilled
contained in chapter 8 of this report.

Recommendation

While we fed that the work done in FAIN may have closed the book on important work in the basic
structure and functionality of an active network node and the instantiation of execution environments,
we fed that the project opened another book, which is not written as yet: The problem of dynamic
service provisioning, especidly in a network-wide scope, has only been scratched on the surface. We
feel that a future phase of research in programmable networks should concentrate on this problem, and
should incorporate and integrate methods and technologies for service creation, deployment and
management that have been considered in the areas of active networks, peer-to-peer-networks, ad-hoc
networks, leading towards truly self-organizing networks and services.
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10 ACRONYMS

AN
ANEP
ANN
ANSP
API
ASP
CORBA
Cs
DNS
DNSEC
DSCP
EE
EMS
GAS

I PSec
VM
LDAP
Ml
NMS
oS
PDP
PEP
pVE
QoS
RM

VAN

Active Network

Active Network Encapsulation Protocol
Active Network Node

Active Network Service Provider
Application Programming Interface
Active Service Provision

Common Object Broker Architecture
Core Scenario

Domain Name System

DNS Security Extensions

DiffServ Code Point

Execution Environment

Element Management Station
Generic Application Scenario

IP Security Protocol

Java Virtua Machine

Lightweight Directory Access Protocol
Management Instance

Network Management Station
Operation System

Policy Definition Point

Policy Enforcement Point

privileged Virtua Environment
Quality of Service

Resource Manager

Secure Association

Scenario Building Block

Service Cregation Engine

Secure Identifier

Session Initiation Protocol

Service Level Agreement

Safe and Nimble Active Packets
Simple Network Management Protocol
Service Provider

Technical Annex

Virtua Active Network
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VE Virtua Environment
VEM Virtua Environment Manager
VN Virtual Network
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12 APPENDIX — MOBILITY SCENARIO EVALUATION
12.1 Introduction

The main focus of the FAIN project is on traditional |P based data networks. Restricting oneself to
wired networks does, however, exclude a technologically as well as commercially interesting type of
networks: wireless networks.

As the concept of active networks shows improvements for fixed networks [see results of the Fain
Demondtrator], an evauation of the benefits of these concepts is certainly worthwhile taking into
account the economic importance of these networks as well as the technological challenges. Therefore,
it isin order to evauate if and how active networking in general and FAIN concepts in particular may
be useful if gpplied in the mobile domain. In this work package, supplementary to the main line of
investigation in FAIN, we evauate the extension of FAIN concepts to mobile networks taking WLAN
as the prime example.

The setup and the basic mechanisms of a wireless extension of the FAIN network are sketched in
sections 2 and 3. Chapter 4 addresses the scenarios of the mobile demonstrator in more detail. Thisis
the basis for the evauation of mobility conceptsin FAIN.

The evauation of the FAIN Applications in Mobile Wireless Networks differs from the FAIN
evolution. The FAIN evauation is focussed on properties of the core of the FAIN demonstrator, the
execution environment, whereas the evaluation of the FAIN Applicationsin Mobile Wireless
Networks aims at the benefits of active networking within a specific application domain: mobile
applications.

Beyond the scope of the practical experience gained by the FAIN Mobility Demondtrator, the mobility
issue deserves a broader scope to assess the benefits of active networking concept. Work in this
direction is ill initsinfancy, so we restrict to a short overview detailing the current status of research
and indication some main issues.

Only afew scientific papers discuss the application of active networking technology to future mobile
networks. An overview is given in section 12.6.1. They argue that programmability is a central
concept in future mobile networks, because flexibility is a key requirement for future mobile services
for the falowing reasons:

- Data connections in Mobile networks are considerably more fragile than in wired networks, due to
the wireless links and mobility. Hence they require sophisticated mechanisms on the network layer.

- Mobile networks are more expensive than wired networks; hence optimizations pay off more easily
- Multi-layer aspects are of growing importance in mobile networks (e.g. for Quality of Service,
Service Adaptation, Reconfigurable Radios)

- Congderable innovation in air interfaces will require adaptation to new technologies

Finding away to ded efficiently with the flexibility of networks and protocols required by these
demands is therefore an important godl.

Flexible Quality of Service and adaptation of servicesis another important example of active
networking aready in wired networks (see for instance the FAIN show cases). Being even more
relevant for wireless networks, one can expect a wide range of applications.

Especialy because mobile networks are becoming more and more important, there is an increasing
need for a novel network infrastructure, which enables the fast deployment of the new services.
Typically, it is assumed that more flexibility is needed on the application and middleware layers than
on the networking layer.

According to 0 for the mobile domain, some Programmable Network Applications are:
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Generic mobility support (e.g. MAO)

Multicagt, including multicast to mobile users

Mobile Proxies (http, ftp, etc.)

Mobile Firewalls

3G type "signaling” for user control/metering, but with "basic" SIP done

Management and enforcement of (mobile) user policies/profiles

Mobile user metering& accounting & charging & (hot) billing & fraud control
Management and enforcement of inter-operator policies (e.g. diffserv practices at network
borders)

Mobile Personal Network Services, context sensitive or not

Mobile E-mail boxes

QoS management for mobile users

Mobile VPN, with QoS

Detection of traffic anomalies and taking corrective actions (malicious user traffic, machines
going berserk)

Mobile app. converters (e.g. doc to pdf, test implementation described in Q)

Mobile transport protocol converters

Updating of router configurations & protocols without service interruption

Flexible load balancing & diagnostic & fault recovery

Based on the principle mechanism implemented by the FAIN Demonstrator and taking into account
the limited budget for the mobile scenarios, we focussed on dedicated scenarios (see 0 and 0) and the
underlying concept for seamless handover. Experiences gained during the implementation and by
evauating the mobile demonstrator are documented in section 12.5. Firgt, in section 12.5.1 the main
criteria are mentioned and second, in section 12.5.2 our evaluation results are documented. In
conclusion, the section 12.6 contains a short summary of the state of the art in active mobile networks
research and development and highlights future directions in active mobile networks research and
devel opment.

12.2 FAIN mobile Network DEMONSTRATOR: principle Mechanisms

The FAIN mobile network is awireless LAN, which is connected to the existing wired FAIN LAN as
an extension. So the FAIN network is extended from wired network to WLAN. Additionally, active
networking concepts are applied to mobile scenarios and their mobile applications. Mogt of the
principle mechanisms (implemented in the Fain mobile network) are the same principles like in the
fixed wired network of FAIN. So, a FAIN active mobile node is a specia FAIN active node: a FAIN
active node is configured by a WLAN access controller (see Figure 10).

Copyright @ 2000-2003 FAIN Consortium May 2003



Deliverable Title Page 176 of 184

WLAN Access Controller

Routing/Bridging

WLAN Acc Cellular WLAN Monitor
Contr. Intercepter interceptor P rom et h O S mo d u I es Modules Modules

(Redirectors)

S=—— =
=

Figure 10: FAIN Active Node for M obile Applications

The WLAN access controller keeps alog on usage and users of the WLAN network. Based on this
information load distribution in the WLAN network is enforced. It directly interacts with the active
node by instaling and configuring modules on the active node.

The FAIN active node, which is configured by the WLAN controller, is responsible for IP layer
decisions concerning the traffic in the WLAN network. It implements routing/bridging, as well as
monitoring and interception functionality required for the WLAN controller. The functiondity is
realised by modules deployed at the active node.
Tasks and responsibilities of the active node are:

- Bridging between WLAN AP subnets and other networks
- Count data flow from/to AP per user
- Routing to smulate bridging functionality of active node
- Gather messages to WLAN access controller
- Message Flows
The message flows between the different entities are elaborated in the detailed design section.

Such a mobile Fain active node builds the transit from the fixed FAIN active network to the mobile
Fan active network. So the genera infrastructure of the mobile scenarios results in Figure 11, see
section 12.3.

Comprising the following FAIN concepts are used for the mobile scenarios:
Creating Virtual Environments as Part of the Virtual Networks Creation

0 Thisdemo does not use Virtual Environments. Creating Virtual Environmentsis part
of another demo described in 0.

Resource Control for hard Resource Partitioning
0 Resource Contral is not part of this demo.

Deployment of different Types and Instances of EES
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Manipulation of PromethOS modules usng an extended version of iptables provided by
PromethOS. This provides an intermediate step towards a full integration of PromethOS
pluginsinto FAIN execution environments. A next step will be described in 0.

Creating and Operating Component-based EEs
o0 Thisdemo will use only one EE on one node.
Tuning the Active Network for maximising Performance

Using PromethOS kernel modules for processing HTTP traffic will be a step towards
maximising the performance for processing web traffic.

Simple fault management functionality

There is an automatic reconfiguration capability, which will remove shut down web servers
automatically from the list of alowed targets. When the server becomes available again, it
will be reactivated automatically after some time. As long a there is at least one working
web server, the end user will see a usable network (with maybe degraded performance of
Course).

The interactive configurability of PromethOS plugins enables a service provider to react
promptly to changing requirements (e. g., web servers which must be shut down,
increasing load, etc.).

Active Network Upgrades

0 PromethOS allows the dynamic loading and unloading of plugins. Thisisafirs step
towards a dynamic upgrade of an active node.

0 Thereare currently no provisions for a seamless upgrade without interrupting a
running service. There will be at least a short break when the old plugin is unloaded
until the new plugin isloaded and configured.

Additiondly, there is one typical mobile active networking concept, which are used for the mobile
scenarios.

Resource Control for Access Points, especially for WLAN
0 Monitoring of Load on Access Points
0 Management of Active handover
o Controlling of Active handover

12.3The Fain mobile testbed

The FAIN mobile network isawireless LAN, aWLAN, which is connected to the existing wired
FAIN LAN as an extension. Therefore, the evauation is restricted to WLAN, too.

The FAIN mobile test bed is shown in Figure 11. The WLAN Access controller builds the bridge to
the wired FAIN network.
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Figure 11: Generic Infrastructure of the Demos

The basic building block of the wireless LAN isthe Céll. Thisisthe areain which the wireless
communication takes place. All radio communication in the cell is coordinated by a traffic

management function. A unit called Access Point performsit. The access points connect wireless LAN
cellsto awired Ethernet LAN viaasimple cable. So the access point functions as a bridge between the
cell and the wired LAN. Once connected to awired LAN, the network management functions of the
wired and the wireless LANs can also be integrated.

Several access points can be positioned in such away that their coverage areas converge, thus creating
amulti-cell. Stations inside the multi-cell area automatically "choose" the best Access Point to
communicate with via evauating signa strength. Overlapping coverage areais an important attribute

of the wireless LAN setup, because it enables seamless roaming between the overlapping cells.

Users with portable stations can move freely between overlapping cells, continuoudy maintaining
their network connection. This ability to move around the wireless campus is called "Roaming'.
Roaming is seamless, that is, a work session can be maintained when moving from cdll to cell while
the user experiences, depending on the traffic, only a momentary break in the data flow. A station
implements its roaming capabilities by "choosing” the access point in its area that provides the clearest
signd.

The FAIN mobile test bed is the typica infrastructure for the generic mobile demonstration scenario,
the FAIN mobile scenarios, which are described in O.

12.4Fain mobile scenarios

The FAIN mobile scenarios are initiated by the interesting and promising use of mobile wireless
network technology within the edutainment domain. Especially for mobile wireless networks where
the bandwidth isn’'t abundant, the FAIN concepts show their advantages. The Fain mobile scenarios
are settled in the edutainment domain. They are part of the showcase “FAIN Dino Park” 0. They
demonstrate how in a chalenging wireless environment load-balancing and load reduction approaches
succeed in avoiding bottlenecks and could improve edutainment concepts.
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The focus of the demonstration is on load-baancing and load distribution in mobile networks. The
implementation supports the two following demo cases for load balancing in WLAN O:

a) on camp-on (when connecting to the system, aclient is rejected and redirected to another
AP if thetried oneis overloaded.)

b) pre-emptive load distribution (is load on a specific AP is getting to high, selected
terminal s are redirected to other APs which have capacity available.)

Load balancing or distribution can be used to achieve non-functiona requirements such as

Reliability: deals with faults and shutdowns of particular servers by automaticaly redirecting
traffic to servers, which are available.

Performance: reduced response times even if several simultaneous users use a particular
functiondity.

Scaability: by smply adding additional servers, the system can be configured to work with
higher traffic loads.

12.5Evaluation of the FAIN Mobile Demonstrator

The mobile FAIN Demonstrator contributes to the FAIN evauation regarding the following points:
Fexibility Property
o Dynamic loading and unloading of PromethOS plugins
0 Interactive configurability of PromethOS plugins
Security Property

0 Currently relies on the fact, that PromethOS plugins can only be loaded by root. For a
better integration into the FAIN security model see[2].

Portability Property
0 PromethOS plugins can be deployed only on active nodes running PromethOS
0 PromethOSitself isbased on Linux
Reliability Property
0 AN Concepts are used in this scenario to implement reliable mobile gpplications
Performance
0 Throughput of web traffic to be measured
Interoperability Property
o For further study.
Timeliness Property
o End-to-end delay: no hard requirements, should be sufficient for interactive use.

0 Hard to measure anyways, as it depends on many factors (delay imposed by the web
servers, delay on active nodes, delay on non active nodes passed by packets, etc.).

Openness Property

o0 Standard web protocols are used and therefore the approach is* open” to any web user
or web service provider

These points essentially reflect the result of the PromethOS eval uation as the present demonstrator is
based on it. However, these points are not in the focus of the FAIN mobile demonstrator eval uation.
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To meet future requirements for ubiquitous communication, future wireless mobile systems require
both high bandwidth wireless communication links and a very efficient and widely adaptable mobility
control and management architecture. From these points of view, the a FAIN based mobile
infrastructure is to be evaluated.

12.5.1 Evaluation Methodology

For the evaluation results the following criteria are interesting:
Scalability: Nodes, Access Paints, Clients
Performance
Architectural Concept

Interoperability with other concepts (good, integration with fixed networks, supports
heterogeneous networks)

Future long-term suitability

Mobility support
* QoS management for mobile users
= Updating of router configurations & protocols without service interruption
* Hexibleloadbaancing & diagnostic & fault recovery

Adoption to other wireless networks

12.5.2 Evaluation Results

The experience with the design and development of the mobile demonstrator showed, that using FAIN
architecture and PromethOS in particular the following goals could be achieved:

rapid prototype devel opment

separation of hardware and software layer in routers
high flexibility due to programmable cross layer interfaces
peacemeal evolution

run-time extensibility

implementation based on standard Linux software

As regards the issues mentioned in the evaluation methodology, the experiences may be summarized
asfollows

Scdahility: the use of active networking does not impose any additional scaability
restrictions, which do not aready occur without the use of PromethOS.

Performance: not evaluated, as the implementation is restricted to a demonstrator

Architectural Concept: the separation of kernel und user space has been used in a beneficial
way to implement the demonstrator without having to do major kernel-programming work.

Interoperability: is to established easily as it only requires the use of new PromethOS modules

Future long-term suitability: by changing the PromethOS modules the system is easily adapted
to evolving technologies and standards

mobility support: see discussion of handover at the end of this sections.
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adoption to other wireless technologies: not evaluated, as this requires considerable extensions
to other wireless technologies.

Handover is a potentialy frequent event in a next generation picocellular environment. The resulting
mobility management is rather difficult. To ensure that the mobile termina performs a handover in an
efficient and reliable way is a challenge for such mobile networks. The mobile FAIN demonstrator
presents a seamless way to perform handover. Additionally, the implemented active handover provides
an improved QoS management for mobile users and a better resource utilization concerning access
points.

12.6 Conclusions and recommendations

12.6.1 Summary of the state of the art in active mobile networks
research and development

Many scientific papers discuss the application of active networking technology to future mobile
networks. They argue that programmability is a central concept in future mobile networks, because
flexibility is akey requirement for future mobile services for the following reasons:

- Mobile networks are very fragile, due to wirdess links and mobility
- Mobile networks are more expensive than wired networks,; hence optimisations pay off more easily
- Congiderable innovation in air interfaces will require adaptation for new technologies

So they ded with flexible networking protocols which will be needed in future mobile networks, and
mobility management and hand-over optimization as a central service of mobile networks, which can
be optimized in many ways.

Flexible Quality of Service and adaptation of services is acommon example of active networking. For
instance, in O, filters are uploaded dynamically to adapt the capabilities of the networking
environment.

At Siemens (CT SE 2) within the project MASA | 0 mobility management and seamless handover for
an enhanced support of user-defined QoS requirements was investigated. The supported networks
were UMTS FDD, WavelL AN and LAN. The focus of the project was on:

—Mapping of Quality of Service from user level (best, good, medium,..., best effort) to media stream,
system resources, and network level

and

—Dynamic adaptation of media streams depending on network (bandwidth, quality), termina and

globd poalicy.

The objectives of the MASA | project were the definition and implementation of a comprehensive
QoS framework for 'Mobility and Service Adaptation in Heterogeneous Mobile Communication
Networks (MASA), in particular a Quality of Service (QoS) Framework for Audio and Video over IP
services was implemented. Siemens' s thesisis that, in order to provide high quality communication for
mobile users, media processing facilities as well as mobility handling and handoff decision

mechanisms should be closely integrated into a QoS framework. This alows, e.g., to base handoff
decisions on al available QoS eements such as availability of transcoding units or loca resource
management.

The MASA framework is able to release applications of QoS-related work as much as possible and, in
addition, hides the complexity of network QoS mechanisms from the applications. The MASA QoS
framework is able to support users with the ability to continue ongoing sessions even during handoffs
and device changes (session mohility).
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Similar research work was done within a project at the Lancaster University, UK. They investigated in
Component-based Active Networks for Mobile Multimedia Systems with detailed consideration of
mobile Ipv6 0. Associated with mobile Ipv6 and active networking, most of the research activities
discuss ad-hoc routing protocols and n table-driven routing protocol (proactive) e.g. destination-
sequence distance-vector (DSDV) routing or clustered gateway switch routing (CGSR) and n source
initiated on-demand routing protocol (reactive) e.g. ad hoc on-demand distance vector (AODV)
routing, dynamic source routing (DSR) and Active Source Routing.

Other research activities take care about ad-hoc networks, in which al the network nodes are mobile
terminals. The connectivity among them is continues changing. Therefore, it is difficult to find one
best ad-hoc routing protocol suitable for al circumstances. The project, described in O, uses AN to
support customization of routing protocols, where most suitable routing protocol can be chosen from
multiple routing protocols according to the QoS requirements, security concerns, link characteristics.

To sum up, many research projects (e.g. 0, 0, 0) show, that future mobile networks can best fit for the
adoption of active networks. The main benefit of active networks is the added flexibility. This
flexibility is require for at least two points O:
Applications will evolve rapidly. The adaptation of lower layer infrastructure will be needed
to optimize these applications.
New wireless technologies and ad-hoc networks will require continuous adaptation of the
networking layer.
Active networks can help to evolve separately different networking layers. So it is not necessary to
introduce completely new networking infrastructure.

Other research projects (e.g. 0) handle in particular solutions for handover. They regard handover as a
high frequency event in future macro, micro and pico-cellular mixed wireless mobile over-layer
internetworking environment. It is a very important issue to support handover efficiently and reliably
isavery important issue, which will directly influence the whole system performance. In particular,

the focus of the research activitiesis an efficient and reliable handover scheme. Unfortunately,
complete implementations and hands-on experiences are still missing.

12.6.2 Future directions in active mobile networks research and
development

As stated in the introduction this document just gives a short introduction into the mobility aspects of
active networking. A lot of issues still require further investigation, to name just a few:

Tests about |oad baancing, practical experiences about scalability (number of access points,
number of clients, number of services)

Use cases with utilization of different services belonging to different QoS-classes (others than
videostreaming, which is the only demonstration service)

Management gpplication: Monitoring as bases for accounting and billing

Hand-over between different wireless access technologies
Extension to heterogeneous networks consisting of fixed networks (different technologies) and
mobile networks (different technologies)

Legacy integration: how are Clients without FAIN-specific Software handled ?
How behave Clients with FAIN specific Software in not-FAIN-networks?
Extension to persona mobile networks,

Evaluation in not closed environments (other scenarios than DINO park, ....)
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More concrete and directly related to the WLAN demonstrator, the present functionality may be
extended with

Mohility Support for Applications using a Software Proxy Concept
Content Adaptation for Mobile Users

Reconfiguration Support for Mobile Terminds

Application dependent decisions

multi-layer aspects in mobile networks (e.g. for Quality of Service, Service Adaptation,
Reconfigurable Radios)
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